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Abstract— Performance and stability in networked control due to the fact that the assumptions on the network and
systems are strongly affected by transmission delays and packet on the plant can be very different. Besides the usual plant
dropouts. We propose a control architecture based on the qnirgller) classification in linear/nonlinear and contus-
Differentiated Services technique to guarantee quality of service .. : .
on the network. The crucial observation is that not all signals /discrete-time model, the as;umptlons on the ngthrk depen
traveling on the network have the same importance. An adap- POth on the level of abstraction of the communication chan-
tive packet-marking strategy has been developed to choose at nel (hardware levels and/or protocols) and on the stagistic
run-time the transmission priority according to the importance description of the its phenomena (constant/random delays,
of the data and the current network condition. System/network fixed/variable packet loss rates, etc.), [23], [10]. A ttemfial

co-simulation applied to a bottleneck scenario validates the h to add the ti . twork behavi
proposed approach and shows that better performance can be approach 1o aadress the ime-varying network behavior con-

reached without increasing the bandwidth if network resources ~Sists in focusing on the worst case channel condition and
are used in a smarter way. choosing between two options:

. INTRODUCTION « over-provisioning of the network to support periods of

Networked Control Systems (NCS) are feedback control ~peak bandwidth demand with a waste of resources in
systems in which the control loop is closed through a packet-  less-critical periods;
based communication network rather than by a point-totpoin « design of a robust controller for the worst case period
connection, see Figure 1. They are becoming more and more With a loss of performance in less-critical periods.
popular due to the technology improvement in wired/wireles
networks and to the high flexibility they allow. This kind This work proposes a novel approach in which the network is
of systems can overcome physical barriers and be appliedserved in its dynamic behavior and instantaneous network
in remote control applications such as teleoperation argbndition is taken into account by the control strategy. The
telepresence, [12]. Unfortunately the communication olehn second original contribution is the use of a transmission
connecting plant, controller and sensors is shared and, thtechnique based on priorities which provides a kind of set

packet losses and delays may happen. of “virtual wires” with different levels of Quality of Serei
(QoS). The transmission priority is decided by the congroll
T e u ' Y as part of its control strategy. The third contribution is
— Controller -—— +—={ Plant . .
f Network the design of a control strategy which not only computes
i P the commandu according to the erroe but also chooses

— the transmission priority according to the importance of
Fig. 1. Block diagram of a networked control system. the current value of command and the current network
condition in all the virtual wires. To achieve this goal the
During the last decades several solutions have been pi@dtput of the controlled plant is predicted by taking into
posed to guarantee the closed loop stability of the overadiccount estimated losses and delays.

system and the required performance despite delays andrnis work has been made possible by the use of a

losses. In the survey paper by [11], the authors summarizggh, jation tool ([3]) which allows the analysis of the mutua
the most important results (at least till 2007). More recenh,ence between the control part and the communication
contributions have been proposed for example in [22]', [17bart, ([16], [19], [5], [9]). The priority scheme adoptedrfo
[6]. The reason for such a broad number of papers is al§fe network is named Differentiated Services (DiffServ)l an

The research leading to these results has received fundarg the it is a standard technique to introduce Quality-of-Service

European Union Seventh Framework Programme FP7/2007-201theia g_uarantees in IP networks by assigning packets to either a
Projects CON4COORD, grant agreement nr. 223844, and I-Sustg high-QoS class, or a regular, unguaranteed class ([20]).
agreement nr. 270396. . . .
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[I. PROBLEM STATEMENT AND RELATED WORK designed for NCS. The idea to overcome network congestion

Performance in networked control systems depends alsd based on increasing/decreasing the sample time of the

on the distortion introduced in the original commands messages (commands and measurements) sent through the

and measuremengsduring the transmission process. Packetghannel' A system manager changes the controlier param-

may get lost or delayed because of noise (e.g., in Wirele%ers acgordlng to the sample time imposed by the Q.C.)S
manager in order to guarantee performance and loop syabilit

networks) and contention among different traffic flows (e.g. A completelv different solution to overcome delavs and
the command and the measurement flows). With the term pietely Y

“Quality of Service”(QoS) we refer to a given level of thepaCket I0§ses IS by _pure control-based a.p.prolach. The
average and standard deviation of the end-to-end delay a(r:]%ntroller is designed in such a way that stability is always

of the average packet loss rate. For instance, the netwo(i’kJarantee for_ whatever delay and pa_cket loss rate. The
.controller design is base on the passivity theory (e.g.,[25]

intermediate systems (e.g., router, bridge, and access) poi . .
have queues to host entering packets. When the packet arri@? quite popular in teleqperated system.(.[12]., [15], (e1]
xample of recent applications of passivity in NCS can

rate is larger than the exiting rate, queue length increasgs . o
leading to higher delays. When the queue is full, arrivin Be found in [13], [14]. Unfortunately guarantee stability i

packets are dropped. Therefore, when the packet arrival r ny channel conditions is paid in term of_performance. In
: ST L . 3 is paper we assume the controller as given and our goal
is non-deterministic, the level of QoS is time-varying an

protocols like IP, Ethernet and WiFi do not provide Qo§S to show h.OW performance can be |mproyed by using
guarantees the network in a better way. Future work will focus on

in%egrating also the passivity-based design of the cdetrol

The problem has been studied for decades in the context.Q
in such a framework.

multimedia communications ([18]) whose features are very In a DiffServ architecture, packets are assigned to one

close to those of NCS's, i.e.: . o ; :
of a few classes to receive a specific forwarding behavior
. packets_have a time reference since are generated ) nodes along their path. Assignment is performed by
sequential sources; writing a priority value in the packet header. Prioritie® ar
- in case of interactive multimedia applications (e.9.ysed to handle packets in the queues of the intermediate
telephony over IP) there is a closed loop whose delaystems. Ideally, each priority class is handled by a difier
must be kept as small as possible. queue. The priority mechanism is efficient if the high-pitior
For this reason, we propose to exploit this large amount dfandwidth is a small fraction of the overall bandwidth. For
knowledge to improve NCS performance by focusing nathis reason, a cost can be associated to each class by the
only on the controller design technique, as usual, but atlso metwork operator. Different assignment strategies haem be
the design of the transmission strategy, e.g., on the desigroposed:
of nodes and channels, communication protocols, and ser-, Application-based marking: all the packets of an
vice differentiation strategies. Several techniques Haeen application flow are assigned to a given class; this
proposed to guarantee a given level of QoS to multimedia  approach is used to separate telephony-over-IP traffic
information traveling on the network. They can divided into from traditional data traffic.
two classes. The first class improves error resilience by in- , Random marking: a given share of the application flow
creasing the redundancy of the bitstream (e.g., by usimg err  js randomly chosen and marked as high-priority traffic

correcting codes, retransmissions, and multiple desong}. (8)).

The other class is based on a smarter use of the network, Distortion-based marking: the priority is based on the
resources, e.g., through traffic priority in the Differeréd loss of performance (distortion) that the loss of the
Services (DiffServ) architecture, bandwidth reservation packet would produce at the receiver ([7]).

the Integrated Servi_ce_s architectgre,_rate adaptationdR T ¢ goal of the paper is to solve the following problem:
protocol and transmission power in wireless networks ([18] proplem 1 Given a systenP and a controllelC’ connected

In this work we will use the DiffServ architecture both in by a Differentiated Services packet network, design marker
the controller-to-plant and plant-to-controller pathc&nit 4t the controller and plant side exploiting packet priotity
allows to reduce both the packet loss rate and the delay @fyrove tracking performanca

NCS communications. . The solution of this problem is sub-optimal because the
Alternative solutions based on bandwidth management agontroller is given. Nevertheless, the use of network re-

proaches can be found both in multimedia and control papekgyrces in a smarter way provides insights about the level of
In [2], the authors introduced a QoS manager to assign th@rformance improvement.

“optimal” bandwidth allocation among the different reahé

multimedia streams on the channel. Optimality here iseelat IIl. D IFFERENTIATED SERVICES IN CONTROL

to the optimal value for quantification factor and so for the A solution to guarantee QoS to the control flows without
coding bit rate and distortion. In some sense this can bwodifying the network bandwidth is to use the Differentéate
seen as amne way bandwidth allocation because the dateServices architecture which allows to send packets using
traveling on the channel are not used in feedback way. Tltbfferent priorities. Since the allocation of the total ban
dynamic rate and control adaptation introduced in [24] isvidth among the different transmission policies is crucial
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Fig. 2. Block diagram of an NCS with Differentiated Serviashitecture and packet markers.

for the efficiency of the network, the goal is to optimallyscenario represents a typical bottleneck topology in which
distribute packets between the different available pedicin  peripheral nodes are connected through high-capacity low-
the present case we assume to have two politleand . delay links to a backbone link with less capacity and higher
(it is straightforward to generalize this example to theecasdelay. Close to Node 1 and Node 2, router queues are also
of more than two classes). reported for each interface. Over this topology two end-to-

Figure 2 shows the proposed architecture. Each messaged traffic flows have been defined by connecting squared
i.e., commandsu and measurementg, is examined by boxes which represent applications. In particular, theufég
the marker at the controller and plant side (CMarker anghows the packet flow between controller (Node 0) and plant
PMarker, respectively) and assigned to either fiieor L  (Node 3) and a concurrent flow between Node 4 and Node 5.
policy depending on the current network condition, desire@ince the backbone capacity is shared among the different
level of control performance, and transmission cost. traffic flows, queue level may vary during simulation and

At each node of the network there are two queues for theongestion may happen.
two different forwarding priorities. Packets are pickednfr
the H queue and, if it is empty, from the queue. The queue commands
corresponding to thél policy is characterized by high cost, DT—'—'—'—'—'—'—'—'—'—'—'L‘D
low loss and low delays, whereas the queue corresponding : :
to the L policy is characterized by low cost and best effort
behavior.

The design of the marking strategy should handle the
trade-off between the use of the expensive high-priority
policy and the level of control performance. The strategy ca
consist either in maximizing the control performance under
cost constraints or by minimizing the cost under perforneanc
constraints.

The proposed approach, called Adaptive Packet-Marking
architecture (APM), aims at keeping the control perforneanc
as constant as possible despite of variations of network|et 75 L and p#, pt be the transmission delays
conditions. This task is accomplished by using efficientiyng packet loss rates for th# policy and theL policy,
the most reliable policy choice to deliver the most impartanrespectively. The proposed algorithm will be based on the
packets so that the desired quality is guaranteed at th§|owing network assumptions:

receiver. _ ~ (A1) the network links are full duplex. This means that,
Remark 1 When the channel is good, even the most im- "t example, packets from Node 0 to Node 3 (i.e.

portant data units do not need to be protected against 10SS  commands) do not interfere with packets from Node
and delay, while more protection should be used when the 3 {5 Node 0 (i.e. measurements);

C kb/s,D ms
£ E

Fig. 3. Network scenario for the proposed approach.

channel is bad. O (A2) 7H, 7L, pH andp” are time-varying values depending
of the congestion level of the network;
IV. NETWORK MODEL AND ASSUMPTIONS (A3) due to the queueing policy, the following relationship
holds

Figure 3 shows an example of network scenario. Nodes are
represented by circles and links by continuous arrows. The H < 7E, p <»p



This means that the routers provide higher priority tahrough sequence numbers. Communication delays are es-
packets labeled witlf (i.e. no fair queueing policy); timated by computing a moving average on the difference
(A4) the packets sent in each queue arrive in the propbetween the arrival time and the timestamp within the
order (this means that a packet can be overtaken onbacket payload (assuming synchronized nodes). This way of
by packets belonging to a different queue); computing statistics aims at filtering out sharp variatibos
(A5) the delaysr?, 7= and the packet loss ratgd!, p” leads to an update delay. A further delay is introduced by the
are in general different for the controller-to-plant pattnetwork when statistics are sent back to the source. $tatist
(t8p, 7&p, PEp, pEp) and for the plant-to-controller can be even got lost during transmission.
path ¢&., 5., pEo, pEC) The value of{p ,7#} and{p*,7*} and the correspond-
(AB) each packet collects all the signals measured at thieg estimations are time-varying quantities dependinghen t
same sample time (i.e. all the measurements and/or allirrent channel condition. For this reason, packet classifi

the commands); tion is performed during transmission to take into account
(A7) the concurrent traffic uses both ti& and L priority  not only control and plant status but also the current chlanne
queues; status; therefore, the priority level, € {H, L} assigned to
(A8) the delaysr®, ¥ are smaller than the control samplea packet at time:T, depends on the expected performance
time T5. degradation as explained in the following section.

The last assumption aims at simplifying the design Oj_ Marker at the controller side
the markers and of the receivers and it will be removed in Let = be the selected policy at the previous step
future work. In general, since there is a queue for eacharaﬁ'kk B 1);‘1”] order to choose the policy for the packet
priority, a low-priority packet with timestamp, can arrive at time ksT we go through the followingkstepS'
later than a high-priority packet with timestanp > ¢,. > h . 4 ol lA' q
The last assumption avoids this possibility and allows the D) ?omput_et e estimated plant outpu_t Va@éﬁ(l_{) an
receiver to assume that packets are lost after a delay larger Uger() in case of successful reception (by usigand

than T,. It is worth noting that the last assumption puts a IL pohcr}, respectively) andj,.:(k) in case of pack%t
design constraint on the size of the queues. oss. The estimationg., (k), 7, (k) are compute

taking into account the estimated delay$, and 75,
V. ADAPTIVE PACKET-MARKING ARCHITECTURE respectively. For the computation ¢f,:(k), the max-
imum delay is used. In the present case the maximum

The problem of packet classification has two main aspects: , .
delay is equal tdl’; due to assumption (A8).

1) the estimation of the importance of each packet, 2) compute the overall estimatiopd (k) andg’ (k) where

2) the allocation of resourcesi{L policy). the previous estimations are weighted with the corre-
The available policies have been described in the previous sponding packet loss probabilities:
section, now we need to describe how to evaluate the o R R " A
importance of each command and measurement. g7 (k) = (1 —plp(k)iit, (k) + pop(k)diost (k)

As depicted in Figure 4 the proposed architecture consists  §%(k) = (1= p¢p(k))da: (k) + e p (k) jiost (k)

of the foIIowmg.eIemen_ts: ) 3) compute the displacement between the estimated plant
- Plant: continuous-time system. the actuator is assumed outputs using the7 and L policy

to be an event-driven device: it applies instantaneously

the command. e(k) =g (k) — 5" (k) @)

- Controller: discrete-time system with sample tirfig. 4) compare the displacement with a user-defined threshold
The controller is a time-driven device which computes a  E to choose the policyn, = H or m; = L). A marker
new command aktT}; a holder is placed in front of the _criterjon could be
controller; the error between reference and measurement f ‘tsf(]](:)l’l >7TE_ %
is computed after each; interval. §:k(k_+ 1) =22, (k+ 1) %ext state

- CMarker (PMarker): marker at the controller (plant)- else m. =L
side that decides the transmission policy for the com- @k + lme) = 2L, (k + 1) %mext state
mand (measurement) packets. The use ofA policy depends on the threshald whose

- Tgp, Tép, pgp, pép and Tﬁc, Tﬁc, pgc, pILJCZ time- value is a design parameter to be set according to the
varying transmission delays and packet loss rates. working conditions (e.g., expected congestiéhcost).

- CReceiver receiver at the controller-side; it also com-|t s worth highlighting again that Z,(k), 75p(k) and
putes the estimations = {7/, 75c, pic, Ppc} 10 be  pH (k). pL.(k) are estimated values and are affected by
sent to the plant-side. the transmission delay.

- PReceiver receiver at the plant-side; it also computesRemark 1 A similar procedure could be applied to the
the estimations’ = {75, 7fp, B{p, P p} 10 be sent  marker at the plant side. In this case the command should be
to the controller-side. estimated instead of the plant output for the differentges.

Packet loss rates are estimated by counting the lost packés the other hand for the PMarker there are two important
over a constant number of transmitted packets evaluatédferences:
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Fig. 4. Detailed block diagram of a NCS with QoS-enabled oetvand transmission statistics.
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Fig. 5. Block diagram of the marker at the controller side.

1) since the controller is a discrete time system runninfpllowing state space representation
at T, and the maximum delay is exactly equal b,
there is not difference to send the packet usingfher { i(t) = Az(t)+ Bu(?) @)
L queue. The inequalities? < L < T, implies that y(t) = Cux(t)
even thoughy” and y* may arrive at different time, , , - _
we havey” (k) = y%(k) att = kT,. This remark does Wher_e the mpuh_(t) is delayed byr, u(t) = u(t— 7). Since
not hold when the difference betweefi. and 7+, is  (t) is @ step-wise signal, we have

higher than one sample time or when the controller is { w(k—1), € [tete +7)

an event-driven device; u(k) = u(k) t€ [ty + 7 trg1)
) k s Uk+1)-

2) since the reference at timek is not know at the plant

side, it is not possible to estimatgk). The only thing  The giscrete-time equivalent system of the LTI continuous-

we can do is to estimate the contribution6k) due {ime system (2) sampled 4t takes the form ([1])
to the feedback, i.eC(z)y(k).

®3)

The conclusion is that in our set up it is possible to writgJq e(k+1) = @az(k) +Ti(7)ulk —1) +To(r)u(k)
the PMarker as a threshold comparing the measurements yk) = Ca(k)
between two consecutive sample time. O

where® 4 = e4T= and

Ts—T -
B. Estimators in the LTI case | i

If the plant is a linear time invariant (LTI) continuous-em  Defining £(k) := &(k|k — 1) andg(k) := g(k|k — 1), and
plant it is easy to provide explicit expressions fﬁjﬁt(k), let G be the output injection matrix (ex. Kalman/Luenberger
ggLet(k) and g, (k). Let's assume that the plant has thegain), the predictors for the plant output are



« H policy chosen at time¢ = kT (mx = H, 71, = 7)) VI. EXPERIMENTAL VALIDATION

fﬁt(k) = #(k|m,_y) initialization The proposed packet marking strategy has been tested
gm‘(k +1) = ‘I)Axgpt(k) + Ty (7 )u(k — 1)+ through the simulation of the scenario depicted in Figure 4;
+To(7)u(k) + G(y(k) — nget( )) the co-simulation technique described in [3] has been used
g (k) = CzI,(k) to model controller and plant in Matlab/Simulink and the

channel with a network simulator. For the plant, a normalize

H H _ _ _ ~L
» L policy chosen at time¢ = kT (mx = L, 7, = 7;;) model of an electrical DC motor has been considered as

&l (k) = @(k|m_1) initialization follows:
Bk +1) = Dady(k) +To(F)ulk — 1)+ b L
5 +To(7f)u(k) + Gly(k) — C2l,, (k) G) = ivasy O=20=% (4)
L) | | | | |
Juie (1) . Ogea () Its discrete-time representation Bt can be easily found in
« packet get lost (i.e. delay, = T5) [1] and so all the estimators (i.d. matrix) in Section V-
Z1ost(k) = &(k|mp—1) initialization B can be designed by pole allocation. For simplicity’s sake
Frost(k+1) = ®pdoe(k) +T1(T,)u(k — 1)+  the controller consists of a static gafii(z) = k since the
+G(y(k) — CZiost(K)) focus of the work is to show that transmission policies can
Gost(k) = Cliost(k) improve control performance (i.e., reduce the trackingrerr

(k) = r(k) — y(k)) when the network is congested. The
sampling intervall’s has been set to 50 ms. With reference
to the network scenario of Figure 3, a concurrent ON/OFF
traffic is sent over the bottleneck with tepolicy to cause
congestion in some given time intervals. The bottleneck
capacity is 512 kb/s, the minimum transmission delay is 1.5

the NCS command/measurement bitrate is 10.24 kb/s
E}Br each direction) and the bitrate of the concurrent taffi
'ﬁ 507 kb/s when active.

where we assume to hold the previous command whefi
ever the new command does not arrive (igk) =
u(k — 1), To(Ts) = 0)
Since the measurements are sampléef;athe controller is a
discrete-time system and the delay is smaller thgrthen it
is right to usey(k) in the estimator equations. If(k) does
not arrive, we have to use the last received measureme
9(k) = y(k — 1), or to go open loop.

The estimators are needed not only to cope with mod Figure 6 shows the simulation results obtained by using

uncertainty and unknown initial conditions as usual, bu{he proposed marking strategy for the application traffic.
also to compensate for the discrepancy between the tr‘._Le

rom top to bottom, the Figure reports the time series of
transmission delays and the estimated ones, and the paclﬁﬁe reference and the measuremenys the estimated delay
that get lost without any acknowledgment.

from controller to planticp, the displacement(k) in (1),
C. Quality of Service the outputry, € {H, L} of the marker at the controller side,

As stated in Section I, the DiffServ is only a way toand the behavior of the ON/OFF concurrent traffic. It is worth
guarantee the QoS. Even if in this work we do not gdighlighting that the “trapezoidal shape” of the delay i®du
into detail about this important aspect, it is worth givingto the congestion mechanism producing delays and losses as
at least an idea about a possible approach to solve tifi¥plained in Section Il. The value of the displacement (and
problem. In multimedia, the QoS is usually measured ithe corresponding transmission policy) depends both on the
terms of video and audio quality and/or in terms of numbeimportance of the command(i.e., when the erroe = r —y
of lost packets. In NCS, a possible QoS measure could i large) and on the congestion level of the network. For
the standard deviation of the tracking error computed on igstance, the displacement exceeds the threstiole: (07

the error is negligible, as at time 18-20 s, control packets a

moving windows, i.e. in this case) both after time 5 s when the reference signal
N r has been changed and after time 6.5 s when packet loss
Apong) = Z (k= N +1) — & sn] 2 rate and delay are large (even though the error is small). If

still sent as low-priority traffic even if the network is helgv

where congested. This property avoids to waste resources without
e(k) = T(k) —y(k) improving control performance significantly and to worsen
N the congestion.
Clk—Nk = Z (k— N +1) Table | compares the proposed marking strategy with sim-

pler approaches, i.e., sending all the application traftieee

Since the goal is to kee@[k_N,k] almost constant in spite of with the L policy or with the H policy. The former approach
network congestion and variations on the reference signal,represents a traditional un-guaranteed scenario whiléathe

is possible to relate the threshaltiused within the adaptive ter allows to assess the upper bound on control performance
marking algorithm (see Section V-A) with the current valudor the given assumptions since application packets never
of the error variance. In order to avoid unstable behavioget lost and they are only affected by propagation delay. The
the choice of N and how often the thresholfl has to be Table reports the standard deviation of the tracking ether,
changed need to be accurately tuned during the design phasse of theH policy for the application traffic, and the packet



Marker std tracking | H policy share on| packet loss rate on
strategy error application traffic | concurrent traffic .
always L 0.1045 0% 0.4% £
APM 0.1028 25% 0.5% °
always H 0.0991 100% 1% -05;
TABLE |

COMPARISON AMONGST DIFFERENT MARKING STRATEGIES

delay (ms)

loss rate experienced by the concurrent traffic. By modgyin
the thresholdE’ within the APM algorithm, it is possible to
trade off between performance and cost (i.e., usagéf of
policy).

Since in the proposed example the simulation horizon i
small and the maximum delay is smaller than one sampl _ "f )
time T, the difference in terms of standard deviation is really
small. Nevertheless, for scenarios with larger time harizo ‘ ‘ ‘ ‘ ‘
and more congested network the improvement will be muc o 2 4 & 8 10 12 14 16 18 20
more remarkable, i.e. the gain in performance worth the co:
of the H policy.

In the proposed example by using thg policy for only
the 25% percent of the time it is possible to reduce theg

displacement

marker

ONF

current traffic

OFF i i i i i
0

standard deviation of the tracking error of about the 63% z N ° ° umﬁo(s) S
(SBAGLIATO 0.6%) with respect to the purk policy. The _ _ _
values in the last column in Table | represent the effect of Fig. 6. Simulation resultsi = 10~°).

the marking strategy of the application under design on the

concurrent traffic. If all the packets of the control applica Marker | threshold | std tracking | H policy share on
. L. . strategy E error application traffic

are sent as high-priority data, the concurrent traffic could —
be damaged severely. APM strategy can trade-off between APM 0 0-1020 are

€ g y- \ ay / APM 10-° 0.1028 25%
control performance and fair use of network resources since APM 10~ 0.1029 10%
the H policy is used only foiimportant data. If all the users

TABLE II

of the network adopts the APM strategy, the improvement of
transmission quality will be global since it is reasonalde t
assume thaitmportant data coming from different processes
are usually uncorrelated in time.

Table Il reports the standard deviation of the trackingrerro

and the use off policy for three different threshold values: Observation is that not all signals traveling on the network
E =10-5,1075,10~*. As expected the lower the value of have the same importance and so the network resources can

E the lower the tracking std is and the higher the percentad¢ Used in a smarter way. Next steps will be to provide more
of H policy is, i.e. solid theoretical background to the proposed architectore

extend the method to more than two policies and to develop a
lE = |Var{e}, *1%H. (5)

full C3-design where the control strategy takes into account
A QoS manager should be designed (not done here) Gth control and communication issues.
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rate than the control/marker loop rate) the optimal value fo
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] D. Botturi, P. Fiorini, R. Muradore, and D. Quaglia. Siratibn of
Networked Control Systems with Applications to Telerobsticin
European Control Conference (ECC), 2009.
B. Brogliato, R. Lozano, B. Maschke, and O. Egeland. [Patve
systems analysis and control.Theory and Applications, 2nd ed.
London: Springer-Verlag, 2007.
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