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Abstract— Performance and stability in networked control
systems are strongly affected by transmission delays and packet
dropouts. We propose a control architecture based on the
Differentiated Services technique to guarantee quality of service
on the network. The crucial observation is that not all signals
traveling on the network have the same importance. An adap-
tive packet-marking strategy has been developed to choose at
run-time the transmission priority according to the importance
of the data and the current network condition. System/network
co-simulation applied to a bottleneck scenario validates the
proposed approach and shows that better performance can be
reached without increasing the bandwidth if network resources
are used in a smarter way.

I. I NTRODUCTION

Networked Control Systems (NCS) are feedback control
systems in which the control loop is closed through a packet-
based communication network rather than by a point-to-point
connection, see Figure 1. They are becoming more and more
popular due to the technology improvement in wired/wireless
networks and to the high flexibility they allow. This kind
of systems can overcome physical barriers and be applied
in remote control applications such as teleoperation and
telepresence, [12]. Unfortunately the communication channel
connecting plant, controller and sensors is shared and, thus,
packet losses and delays may happen.
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Fig. 1. Block diagram of a networked control system.

During the last decades several solutions have been pro-
posed to guarantee the closed loop stability of the overall
system and the required performance despite delays and
losses. In the survey paper by [11], the authors summarized
the most important results (at least till 2007). More recent
contributions have been proposed for example in [22], [17],
[6]. The reason for such a broad number of papers is also
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due to the fact that the assumptions on the network and
on the plant can be very different. Besides the usual plant
(controller) classification in linear/nonlinear and continuous-
/discrete-time model, the assumptions on the network depend
both on the level of abstraction of the communication chan-
nel (hardware levels and/or protocols) and on the statistical
description of the its phenomena (constant/random delays,
fixed/variable packet loss rates, etc.), [23], [10]. A traditional
approach to address the time-varying network behavior con-
sists in focusing on the worst case channel condition and
choosing between two options:

• over-provisioning of the network to support periods of
peak bandwidth demand with a waste of resources in
less-critical periods;

• design of a robust controller for the worst case period
with a loss of performance in less-critical periods.

This work proposes a novel approach in which the network is
observed in its dynamic behavior and instantaneous network
condition is taken into account by the control strategy. The
second original contribution is the use of a transmission
technique based on priorities which provides a kind of set
of “virtual wires” with different levels of Quality of Service
(QoS). The transmission priority is decided by the controller
as part of its control strategy. The third contribution is
the design of a control strategy which not only computes
the commandu according to the errore but also chooses
the transmission priority according to the importance of
the current value of commandu and the current network
condition in all the virtual wires. To achieve this goal the
output of the controlled plant is predicted by taking into
account estimated losses and delays.

This work has been made possible by the use of a
simulation tool ([3]) which allows the analysis of the mutual
influence between the control part and the communication
part, ([16], [19], [5], [9]). The priority scheme adopted for
the network is named Differentiated Services (DiffServ) and
it is a standard technique to introduce Quality-of-Service
guarantees in IP networks by assigning packets to either a
high-QoS class, or a regular, unguaranteed class ([20]).

The paper is organized as follows. In Section II the
problem is stated. In Section III the proposed approach is
introduced whereas in Section IV the network scenario and
all the hypothesis are described. Section V details the packet-
marking architecture based on DiffServ and addresses the
design of the markers. Simulation results are given in Section
VI and some conclusions are drawn in Section VII.



II. PROBLEM STATEMENT AND RELATED WORK

Performance in networked control systems depends also
on the distortion introduced in the original commandsu

and measurementsy during the transmission process. Packets
may get lost or delayed because of noise (e.g., in wireless
networks) and contention among different traffic flows (e.g.,
the command and the measurement flows). With the term
“Quality of Service”(QoS) we refer to a given level of the
average and standard deviation of the end-to-end delay and
of the average packet loss rate. For instance, the network
intermediate systems (e.g., router, bridge, and access point)
have queues to host entering packets. When the packet arrival
rate is larger than the exiting rate, queue length increases
leading to higher delays. When the queue is full, arriving
packets are dropped. Therefore, when the packet arrival rate
is non-deterministic, the level of QoS is time-varying and
protocols like IP, Ethernet and WiFi do not provide QoS
guarantees.

The problem has been studied for decades in the context of
multimedia communications ([18]) whose features are very
close to those of NCS’s, i.e.:

• packets have a time reference since are generated by
sequential sources;

• in case of interactive multimedia applications (e.g.,
telephony over IP) there is a closed loop whose delay
must be kept as small as possible.

For this reason, we propose to exploit this large amount of
knowledge to improve NCS performance by focusing not
only on the controller design technique, as usual, but also on
the design of the transmission strategy, e.g., on the design
of nodes and channels, communication protocols, and ser-
vice differentiation strategies. Several techniques havebeen
proposed to guarantee a given level of QoS to multimedia
information traveling on the network. They can divided into
two classes. The first class improves error resilience by in-
creasing the redundancy of the bitstream (e.g., by using error
correcting codes, retransmissions, and multiple descriptions).
The other class is based on a smarter use of the network
resources, e.g., through traffic priority in the Differentiated
Services (DiffServ) architecture, bandwidth reservationin
the Integrated Services architecture, rate adaptation in TCP
protocol and transmission power in wireless networks ([18]).
In this work we will use the DiffServ architecture both in
the controller-to-plant and plant-to-controller path since it
allows to reduce both the packet loss rate and the delay of
NCS communications.

Alternative solutions based on bandwidth management ap-
proaches can be found both in multimedia and control papers.
In [2], the authors introduced a QoS manager to assign the
“optimal” bandwidth allocation among the different real-time
multimedia streams on the channel. Optimality here is related
to the optimal value for quantification factor and so for the
coding bit rate and distortion. In some sense this can be
seen as anone way bandwidth allocation because the data
traveling on the channel are not used in feedback way. The
dynamic rate and control adaptation introduced in [24] is

designed for NCS. The idea to overcome network congestion
is based on increasing/decreasing the sample time of the
messages (commands and measurements) sent through the
channel. A system manager changes the controller param-
eters according to the sample time imposed by the QoS
manager in order to guarantee performance and loop stability.

A completely different solution to overcome delays and
packet losses is by “pure” control-based approach. The
controller is designed in such a way that stability is always
guarantee for whatever delay and packet loss rate. The
controller design is base on the passivity theory (e.g. [25],
[4]) quite popular in teleoperated system ([12], [15], [21]).
Example of recent applications of passivity in NCS can
be found in [13], [14]. Unfortunately guarantee stability in
any channel conditions is paid in term of performance. In
this paper we assume the controller as given and our goal
is to show how performance can be improved by using
the network in a better way. Future work will focus on
integrating also the passivity-based design of the controller
in such a framework.

In a DiffServ architecture, packets are assigned to one
of a few classes to receive a specific forwarding behavior
on nodes along their path. Assignment is performed by
writing a priority value in the packet header. Priorities are
used to handle packets in the queues of the intermediate
systems. Ideally, each priority class is handled by a different
queue. The priority mechanism is efficient if the high-priority
bandwidth is a small fraction of the overall bandwidth. For
this reason, a cost can be associated to each class by the
network operator. Different assignment strategies have been
proposed:

• Application-based marking: all the packets of an
application flow are assigned to a given class; this
approach is used to separate telephony-over-IP traffic
from traditional data traffic.

• Random marking: a given share of the application flow
is randomly chosen and marked as high-priority traffic
([8]).

• Distortion-based marking: the priority is based on the
loss of performance (distortion) that the loss of the
packet would produce at the receiver ([7]).

The goal of the paper is to solve the following problem:
Problem 1 Given a systemP and a controllerC connected
by a Differentiated Services packet network, design markers
at the controller and plant side exploiting packet priorityto
improve tracking performance.�

The solution of this problem is sub-optimal because the
controller is given. Nevertheless, the use of network re-
sources in a smarter way provides insights about the level of
performance improvement.

III. D IFFERENTIATED SERVICES IN CONTROL

A solution to guarantee QoS to the control flows without
modifying the network bandwidth is to use the Differentiated
Services architecture which allows to send packets using
different priorities. Since the allocation of the total band-
width among the different transmission policies is crucial
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Fig. 2. Block diagram of an NCS with Differentiated Servicesarchitecture and packet markers.

for the efficiency of the network, the goal is to optimally
distribute packets between the different available policies. In
the present case we assume to have two policiesH andL

(it is straightforward to generalize this example to the case
of more than two classes).

Figure 2 shows the proposed architecture. Each message,
i.e., commandsu and measurementsy, is examined by
the marker at the controller and plant side (CMarker and
PMarker, respectively) and assigned to either theH or L

policy depending on the current network condition, desired
level of control performance, and transmission cost.

At each node of the network there are two queues for the
two different forwarding priorities. Packets are picked from
theH queue and, if it is empty, from theL queue. The queue
corresponding to theH policy is characterized by high cost,
low loss and low delays, whereas the queue corresponding
to theL policy is characterized by low cost and best effort
behavior.

The design of the marking strategy should handle the
trade-off between the use of the expensive high-priority
policy and the level of control performance. The strategy can
consist either in maximizing the control performance under
cost constraints or by minimizing the cost under performance
constraints.

The proposed approach, called Adaptive Packet-Marking
architecture (APM), aims at keeping the control performance
as constant as possible despite of variations of network
conditions. This task is accomplished by using efficiently
the most reliable policy choice to deliver the most important
packets so that the desired quality is guaranteed at the
receiver.
Remark 1 When the channel is good, even the most im-
portant data units do not need to be protected against loss
and delay, while more protection should be used when the
channel is bad. ♦

IV. N ETWORK MODEL AND ASSUMPTIONS

Figure 3 shows an example of network scenario. Nodes are
represented by circles and links by continuous arrows. The

scenario represents a typical bottleneck topology in which
peripheral nodes are connected through high-capacity low-
delay links to a backbone link with less capacity and higher
delay. Close to Node 1 and Node 2, router queues are also
reported for each interface. Over this topology two end-to-
end traffic flows have been defined by connecting squared
boxes which represent applications. In particular, the Figure
shows the packet flow between controller (Node 0) and plant
(Node 3) and a concurrent flow between Node 4 and Node 5.
Since the backbone capacity is shared among the different
traffic flows, queue level may vary during simulation and
congestion may happen.

Fig. 3. Network scenario for the proposed approach.

Let τH , τL and pH , pL be the transmission delays
and packet loss rates for theH policy and theL policy,
respectively. The proposed algorithm will be based on the
following network assumptions:
(A1) the network links are full duplex. This means that,

for example, packets from Node 0 to Node 3 (i.e.
commands) do not interfere with packets from Node
3 to Node 0 (i.e. measurements);

(A2) τH , τL, pH , andpL are time-varying values depending
of the congestion level of the network;

(A3) due to the queueing policy, the following relationship
holds

τH ≤ τL, pH ≤ pL



This means that the routers provide higher priority to
packets labeled withH (i.e. no fair queueing policy);

(A4) the packets sent in each queue arrive in the proper
order (this means that a packet can be overtaken only
by packets belonging to a different queue);

(A5) the delaysτH , τL and the packet loss ratespH , pL

are in general different for the controller-to-plant path
(τHCP , τLCP , pHCP , pLCP ) and for the plant-to-controller
path (τHPC , τLPC , pHPC , pLPC)

(A6) each packet collects all the signals measured at the
same sample time (i.e. all the measurements and/or all
the commands);

(A7) the concurrent traffic uses both theH andL priority
queues;

(A8) the delaysτH , τL are smaller than the control sample
time Ts.

The last assumption aims at simplifying the design of
the markers and of the receivers and it will be removed in
future work. In general, since there is a queue for each traffic
priority, a low-priority packet with timestampti can arrive
later than a high-priority packet with timestamptj > ti.
The last assumption avoids this possibility and allows the
receiver to assume that packets are lost after a delay larger
than Ts. It is worth noting that the last assumption puts a
design constraint on the size of the queues.

V. A DAPTIVE PACKET-MARKING ARCHITECTURE

The problem of packet classification has two main aspects:

1) the estimation of the importance of each packet,
2) the allocation of resources (H/L policy).

The available policies have been described in the previous
section, now we need to describe how to evaluate the
importance of each command and measurement.

As depicted in Figure 4 the proposed architecture consists
of the following elements:

- Plant: continuous-time system. the actuator is assumed
to be an event-driven device: it applies instantaneously
the command.

- Controller : discrete-time system with sample timeTs.
The controller is a time-driven device which computes a
new command atkTs; a holder is placed in front of the
controller; the error between reference and measurement
is computed after eachTs interval.

- CMarker (PMarker ): marker at the controller (plant)-
side that decides the transmission policy for the com-
mand (measurement) packets.

- τHCP , τLCP , pHCP , pLCP andτHPC , τLPC , pHPC , pLPC : time-
varying transmission delays and packet loss rates.

- CReceiver: receiver at the controller-side; it also com-
putes the estimationsµ = {τ̂HPC , τ̂

L
PC , p̂

H
PC , p̂

L
PC} to be

sent to the plant-side.
- PReceiver: receiver at the plant-side; it also computes

the estimationsν = {τ̂HCP , τ̂
L
CP , p̂

H
CP , p̂

L
CP } to be sent

to the controller-side.

Packet loss rates are estimated by counting the lost packets
over a constant number of transmitted packets evaluated

through sequence numbers. Communication delays are es-
timated by computing a moving average on the difference
between the arrival time and the timestamp within the
packet payload (assuming synchronized nodes). This way of
computing statistics aims at filtering out sharp variationsbut
leads to an update delay. A further delay is introduced by the
network when statistics are sent back to the source. Statistics
can be even got lost during transmission.

The value of{pH , τH} and{pL, τL} and the correspond-
ing estimations are time-varying quantities depending on the
current channel condition. For this reason, packet classifica-
tion is performed during transmission to take into account
not only control and plant status but also the current channel
status; therefore, the priority levelπk ∈ {H,L} assigned to
a packet at timekTs depends on the expected performance
degradation as explained in the following section.

A. Marker at the controller side

Let πk−1 be the selected policy at the previous stept =
(k − 1)Ts. In order to choose the policyπk for the packet
at timekTs, we go through the following steps:

1) compute the estimated plant output valuesŷHget(k) and
ŷLget(k) in case of successful reception (by usingH and
L policy, respectively) and̂ylost(k) in case of packet
loss. The estimationŝyHget(k), ŷLget(k) are computed
taking into account the estimated delaysτ̂HCP and τ̂LCP ,
respectively. For the computation ofŷlost(k), the max-
imum delay is used. In the present case the maximum
delay is equal toTs due to assumption (A8).

2) compute the overall estimationsŷH(k) andŷL(k) where
the previous estimations are weighted with the corre-
sponding packet loss probabilities:

ŷH(k) = (1− p̂HCP (k))ŷ
H
get(k) + p̂HCP (k)ŷlost(k)

ŷL(k) = (1− p̂LCP (k))ŷ
L
get(k) + p̂LCP (k)ŷlost(k)

3) compute the displacement between the estimated plant
outputs using theH andL policy

ε̂(k) = ŷL(k)− ŷH(k) (1)

4) compare the displacement with a user-defined threshold
E to choose the policy (πk = H or πk = L). A marker
criterion could be
if |ε̂(k)| > E

then πk = H

x̂(k + 1|πk) = x̂
H
get(k + 1) %next state

else πk = L

x̂(k + 1|πk) = x̂
L
get(k + 1) %next state

The use ofH policy depends on the thresholdE whose
value is a design parameter to be set according to the
working conditions (e.g., expected congestion,H cost).

It is worth highlighting again that̂τHCP (k), τ̂LCP (k) and
p̂HCP (k), p̂LCP (k) are estimated values and are affected by
the transmission delay.
Remark 1 A similar procedure could be applied to the
marker at the plant side. In this case the command should be
estimated instead of the plant output for the different policies.
On the other hand for the PMarker there are two important
differences:
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Fig. 4. Detailed block diagram of a NCS with QoS-enabled network and transmission statistics.
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û(k)

y(k)

τ̂L

τ̂H

τmax

PL
get(z)

PH
get(z)

Plost(z)

x̂L
get(k + 1)

x̂H
get(k + 1)
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1) since the controller is a discrete time system running
at Ts and the maximum delay is exactly equal toTs,
there is not difference to send the packet using theH or
L queue. The inequalitiesτH ≤ τL ≤ Ts implies that
even thoughyH and yL may arrive at different time,
we haveyH(k) = yL(k) at t = kTs. This remark does
not hold when the difference betweenτ̂LPC and τ̂HPC is
higher than one sample time or when the controller is
an event-driven device;

2) since the referencer at timek is not know at the plant
side, it is not possible to estimateu(k). The only thing
we can do is to estimate the contribution tou(k) due
to the feedback, i.e.C(z)y(k).

The conclusion is that in our set up it is possible to write
the PMarker as a threshold comparing the measurements
between two consecutive sample time. ♦

B. Estimators in the LTI case

If the plant is a linear time invariant (LTI) continuous-time
plant it is easy to provide explicit expressions forŷHget(k),
ŷLget(k) and ŷlost(k). Let’s assume that the plant has the

following state space representation
{

ẋ(t) = Ax(t) +Bū(t)
y(t) = Cx(t)

(2)

where the inputu(t) is delayed byτ , ū(t) = u(t− τ). Since
u(t) is a step-wise signal, we have

ū(k) =

{

u(k − 1), t ∈ [tk, tk + τ)
u(k), t ∈ [tk + τ, tk+1).

(3)

The discrete-time equivalent system of the LTI continuous-
time system (2) sampled atTs takes the form ([1])
{

x(k + 1) = ΦAx(k) + Γ1(τ)u(k − 1) + Γ0(τ)u(k)
y(k) = Cx(k)

whereΦA = eATs and

Γ0(τ) =

∫ Ts−τ

0

eAtdtB, Γ1(τ) = eA(Ts−τ)

∫ τ

0

eAtdtB.

Defining x̂(k) := x̂(k|k− 1) and ŷ(k) := ŷ(k|k− 1), and
let G be the output injection matrix (ex. Kalman/Luenberger
gain), the predictors for the plant output are



• H policy chosen at timet = kTs (πk = H, τk = τ̂Hk )














x̂H
get(k) = x̂(k|πk−1) initialization

x̂H
get(k + 1) = ΦAx̂

H
get(k) + Γ1(τ̂

H
k )u(k − 1)+

+Γ0(τ̂
H
k )u(k) +G(y(k)− Cx̂H

get(k))
ŷHget(k) = Cx̂H

get(k)

• L policy chosen at timet = kTs (πk = L, τk = τ̂Lk )














x̂L
get(k) = x̂(k|πk−1) initialization

x̂L
get(k + 1) = ΦAx̂

L
get(k) + Γ1(τ̂

L
k )u(k − 1)+

+Γ0(τ̂
L
k )u(k) +G(y(k)− Cx̂L

get(k))
ŷLget(k) = Cx̂L

get(k)

• packet get lost (i.e. delayτk = Ts)














x̂lost(k) = x̂(k|πk−1) initialization
x̂lost(k + 1) = ΦAx̂lost(k) + Γ1(Ts)u(k − 1)+

+G(y(k)− Cx̂lost(k))
ŷlost(k) = Cx̂lost(k)

where we assume to hold the previous command when-
ever the new command does not arrive (i.e.û(k) =
u(k − 1), Γ0(Ts) = 0)

Since the measurements are sampled atTs, the controller is a
discrete-time system and the delay is smaller thanTs, then it
is right to usey(k) in the estimator equations. Ify(k) does
not arrive, we have to use the last received measurement,
ŷ(k) = y(k − 1), or to go open loop.

The estimators are needed not only to cope with model
uncertainty and unknown initial conditions as usual, but
also to compensate for the discrepancy between the true
transmission delays and the estimated ones, and the packets
that get lost without any acknowledgment.

C. Quality of Service

As stated in Section II, the DiffServ is only a way to
guarantee the QoS. Even if in this work we do not go
into detail about this important aspect, it is worth giving
at least an idea about a possible approach to solve this
problem. In multimedia, the QoS is usually measured in
terms of video and audio quality and/or in terms of number
of lost packets. In NCS, a possible QoS measure could be
the standard deviation of the tracking error computed on a
moving windows, i.e.

Λ[k−N,k] =
1

N

N
∑

i=1

‖e(k −N + i)− ē[k,k+N ]‖
2
2

where

e(k) = r(k)− y(k)

ē[k−N,k] =
1

N

N
∑

i=1

e(k −N + i).

Since the goal is to keepΛ[k−N,k] almost constant in spite of
network congestion and variations on the reference signal,it
is possible to relate the thresholdE used within the adaptive
marking algorithm (see Section V-A) with the current value
of the error variance. In order to avoid unstable behavior,
the choice ofN and how often the thresholdE has to be
changed need to be accurately tuned during the design phase.

VI. EXPERIMENTAL VALIDATION

The proposed packet marking strategy has been tested
through the simulation of the scenario depicted in Figure 4;
the co-simulation technique described in [3] has been used
to model controller and plant in Matlab/Simulink and the
channel with a network simulator. For the plant, a normalized
model of an electrical DC motor has been considered as
follows:

G(s) =
b

s(1 + as)
, a = 3, b = 4. (4)

Its discrete-time representation atTs can be easily found in
[1] and so all the estimators (i.e.L matrix) in Section V-
B can be designed by pole allocation. For simplicity’s sake
the controller consists of a static gainC(z) = k since the
focus of the work is to show that transmission policies can
improve control performance (i.e., reduce the tracking error
e(k) = r(k) − y(k)) when the network is congested. The
sampling intervalTs has been set to 50 ms. With reference
to the network scenario of Figure 3, a concurrent ON/OFF
traffic is sent over the bottleneck with theL policy to cause
congestion in some given time intervals. The bottleneck
capacity is 512 kb/s, the minimum transmission delay is 1.5
ms, the NCS command/measurement bitrate is 10.24 kb/s
(for each direction) and the bitrate of the concurrent traffic
is 507 kb/s when active.

Figure 6 shows the simulation results obtained by using
the proposed marking strategy for the application traffic.
From top to bottom, the Figure reports the time series of
the referencer and the measurementsy, the estimated delay
from controller to plant̂τCP , the displacement̂ε(k) in (1),
the outputπk ∈ {H,L} of the marker at the controller side,
and the behavior of the ON/OFF concurrent traffic. It is worth
highlighting that the “trapezoidal shape” of the delay is due
to the congestion mechanism producing delays and losses as
explained in Section II. The value of the displacement (and
the corresponding transmission policy) depends both on the
importance of the commandu (i.e., when the errore = r−y

is large) and on the congestion level of the network. For
instance, the displacement exceeds the threshold (E = 10−5

in this case) both after time 5 s when the reference signal
r has been changed and after time 6.5 s when packet loss
rate and delay are large (even though the error is small). If
the error is negligible, as at time 18-20 s, control packets are
still sent as low-priority traffic even if the network is heavily
congested. This property avoids to waste resources without
improving control performance significantly and to worsen
the congestion.

Table I compares the proposed marking strategy with sim-
pler approaches, i.e., sending all the application traffic either
with theL policy or with theH policy. The former approach
represents a traditional un-guaranteed scenario while thelat-
ter allows to assess the upper bound on control performance
for the given assumptions since application packets never
get lost and they are only affected by propagation delay. The
Table reports the standard deviation of the tracking error,the
use of theH policy for the application traffic, and the packet



Marker std tracking H policy share on packet loss rate on
strategy error application traffic concurrent traffic

alwaysL 0.1045 0% 0.4%
APM 0.1028 25% 0.5%

alwaysH 0.0991 100% 1%

TABLE I

COMPARISON AMONGST DIFFERENT MARKING STRATEGIES.

loss rate experienced by the concurrent traffic. By modifying
the thresholdE within the APM algorithm, it is possible to
trade off between performance and cost (i.e., usage ofH

policy).
Since in the proposed example the simulation horizon is

small and the maximum delay is smaller than one sample
timeTs, the difference in terms of standard deviation is really
small. Nevertheless, for scenarios with larger time horizon
and more congested network the improvement will be much
more remarkable, i.e. the gain in performance worth the cost
of theH policy.

In the proposed example by using theH policy for only
the 25% percent of the time it is possible to reduce the
standard deviation of the tracking error of about the 63%
(SBAGLIATO 0.6%) with respect to the pureL policy. The
values in the last column in Table I represent the effect of
the marking strategy of the application under design on the
concurrent traffic. If all the packets of the control application
are sent as high-priority data, the concurrent traffic could
be damaged severely. APM strategy can trade-off between
control performance and fair use of network resources since
theH policy is used only forimportant data. If all the users
of the network adopts the APM strategy, the improvement of
transmission quality will be global since it is reasonable to
assume thatimportant data coming from different processes
are usually uncorrelated in time.

Table II reports the standard deviation of the tracking error
and the use ofH policy for three different threshold values:
E = 10−6, 10−5, 10−4. As expected the lower the value of
E the lower the tracking std is and the higher the percentage
of H policy is, i.e.

↓ E ⇒ ↓ Var{e}, ↑ %H. (5)

A QoS manager should be designed (not done here) on
top of the marker for choosing in real time (but at a smaller
rate than the control/marker loop rate) the optimal value for
E. Such supervisor module should relate the threshold with
the current estimate of the error variance in order to maintain
the error as much constant as possible.

VII. C ONCLUSION

In this paper a first step toward the Communication
and Control Co-design (C3 design) has been proposed by
using the Differentiated Services technique to assure Quality
of Service. Two markers at the plant- and controller-side
have been designed to choose the communication policy
for commands and measurements in order to obtain better
performance without increasing the bandwidth. The crucial
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Fig. 6. Simulation results (E = 10−5).

Marker threshold std tracking H policy share on
strategy E error application traffic

APM 10−6 0.1020 47%
APM 10−5 0.1028 25%
APM 10−4 0.1029 10%

TABLE II

COMPARISON AMONGST DIFFERENT THRESHOLDS.

observation is that not all signals traveling on the network
have the same importance and so the network resources can
be used in a smarter way. Next steps will be to provide more
solid theoretical background to the proposed architecture, to
extend the method to more than two policies and to develop a
full C3-design where the control strategy takes into account
both control and communication issues.
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