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WHITE PAPER

IP CLASS OF SERVICE FOR MOBILE NETWORKS

The 3rd Generation Partnership Program (3GPP) has a ugmented the capabilities of General Packet Radio S  ervice (GPRS)
access to include the support of quality of service (Qo0S). To meet 3GPP and Global System for Mobile C  ommunications
(GSM) Association requirements, the Differentiated Services (DiffServ) architecture should be straight  forward to manage
and use. A minimum of packet classifications is def ined to ensure that fragmentation of buffer resourc es does not result
in packets received out of order. A simplified appr oach to packet classification is recommended—one tha t can
accommodate other users of a shared 3GPP IP backbon e with minimal fragmentation of buffer resources.

This paper discusses issues related to the IETF'sd  efinition of a Differentiated Services architecture for mobile 1P
networks supporting QoS-enabled universal mobile te lecommunications service (UMTS) traffic. Classifica  tion and
conditioning are analyzed and Per-Hop Behavior requ  irements are discussed.

SUMMARY

Four different classes of QoS have been define8BidiyP: conversational, streaming, interactive, aakfround. Radio access-bearer (RAB)
service attributes, which can be used to diffeegatihe management of radio access bearers withidMTS Terrestrial Radio Access
Network (UTRAN), have also been defined.

These attributes include:

« Traffic class

e Maximum bit rate

e Guaranteed bit rate

« Delivery order

¢ Maximum Service Data Unit (SDU) size
* SDU format information

* SDU error ratio

* Residual bit error ratio

¢ Delivery of erroneous SDUs

« Transfer delay

¢ Traffic handling priority (THP)

« Allocation and retention priority
¢ Source statistics descriptor

¢ Signaling indication
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The 3GPP does not define how to translate or mgmatiese attributes for the backbone network. Elaw, if the backbone is IP-based,
3GPP specifies that IETF's DiffServ will be useérdce attributes to DiffServ marking translatiardanapping will occur in the network edge
or transport edge, using the serving GPRS suppaie (SGSN), gateway GPRS support node (GGSN), dioRetwork Controller (RNC) to
establish a radio access bearer between the hardsbitse station over the IP network. In additB§BPP recognizes that the backbone
network service is not specific to UMTS (for exampt may additionally be used for other purposkssuch deployments, it is important to
understand that the QoS architecture implementétkeitbackbone network will be shared between 3G&#sfand other users of the shared
backbone, including possible IT, data communicatietwork, and customer VPN traffic.

Importantly, DiffServ definitions only lead to patkhandling discrimination when congestion is eigrered on a particular interface. Because
in many instances this will be the exception rathan the rule, the effort to micro-define the maitar differentiated service behavior should
be minimized.

The following is a simple DiffServ architecture fam I[P backbone network supporting 3GPP traffic.

SCALING DIFFERENTIATED SERVICES

While 3GPP recognizes that the mapping of UMTS @oBifferentiated Services Code Point (DSCP) istagled by individual operators,
3GPP 23.207 provides more detail on the DiffSegesfinctions supported by the GGSN. The GGSN ispedilnle with the capabilities
defined for a DiffServ boundary node, supportirafic classification and conditioning.

RFC 2475 describes both traffic classification tmaffic conditioning for a DiffServ architecturefiteng classification of traffic profiles,
metering, marking, discarding, and shaping rules éine applied by the boundary node. Although tregestion conditions where DiffServ
architecture results in discriminatory packet mamagnt may be rare, it is important to define ahigecture that will be stable under severe
overload conditions. In order to scale DiffServ4gled networks, RFC 3086 describes how it is impurtar per-hop behaviors (PHBS) to be
defined so that their characteristics do not degmmthe traffic volume of the associated Behaviggiegate on a router’s ingress link or on a
particular path through the DiffServ domain takerttie packets.

Specifically, different streams of traffic that beg to the same traffic aggregate merge and spthiey traverse the network. If the properties of
per-domain behavior using a particular PHB holdardtess of how the temporal characteristics oitlaeked traffic aggregate change as it
traverses the domain, then that per-domain behawioiscale.

The definitions for PHBs and classification schefioesnanaging UMTS traffic should take into accosath recommendations. Although
single-link DiffServ domains might exist, per-domdiehavior that is invariant with the network sizelearly desirable. IETF has defined
informational DiffServ traffic conditioners. Thedlusion of rate information in both these singleerand two-rate three-color marker classifiers
ensures scalability of solutions built using susthniques.

GSM ASSOCIATION AND DIFFERENTIATED SERVICES

Because IP traffic can traverse different netwgfsexample, when a user is roaming), the GSM Aisdimn has included guidelines on the
operation of inter-Public Land Mobile Network (PLNINackbone networks which impact the ability tovearently support DiffServ in the
Visited PLMN (VPLMN) and Home PLMN networks. GSMAefnanent Reference Document (PRD) IR.34 definededjnes for inter-PLMN
backbone networks.

The GSM Association defines how to map the foufitralassifications defined by 3GPP on to DSCPsval as the QoS requirements to be
met by the GPRS roaming exchange service provideeach type of traffic, as shown in Table 1.
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Table 1. QoS Mapping for 3G Data Roaming from GSMA PRD IR.34

QoS Requirement on GPRS Roaming

3GPP QoS Information Exchange (GRX)
Max Max Packet SDU Error
Traffic Class THP DiffServ PHB DSCP Delay Jitter Loss Ratio Service Example
Conversational - EF 101110 20 ms 5ms 0.5% 10°® VolP, video-
conferencing

Streaming - AF4, 100010 40 ms 5ms 0.5% 10°® Audio/video streaming
Interactive 1 AF3; 011010 250 ms - 0.1% 10 Transactional services

2 AF2; 010010 300 ms - 0.1% 10® Web browsing

3 AF1; 001010 350 ms - 0.1% 10 Telnet
Background - BE 000000 400 ms - 0.1% 10® E-mail download

RFC 2597 specifies that the Assured Forwardingselaare defined so that each DiffServ-enabled aboeates a certain amount of
forwarding resources (such as buffer space andviidtig to the behavior aggregate. When these ressuare exceeded, the traffic
conditioning is defined to classify out-of-contréloiws accordingly (for example, using a three-caocheme). According to GSMA, six classes
of service are strictly required, but the inteneettlass contains three subclasses that can begaged into a single class. Hence, the minimum
requirement is for four classes.

Bandwidth allocation is one of the mechanisms fapsut the different classes of service. For exanp@M Association PACKET Doc 035/03
describes how separate bandwidth portions for ekass may be allocated. For example, an E3 corumestay be defined to comprise 35
percent conversational, 30 percent streaming, 2fepeinteractive, 10 percent background, andeleis allocated for network-management
traffic.

MANAGING OUT-OF-CONTRACT TRAFFIC

Traffic levels that are beyond what has been agi@ede referred to as out-of-contract traffic ahduld be defined for each class to make sure
that all traffic use the same out-of-contract bétraw that class. If the traffic in one class exds what the GPRS/UMTS operator has allocated
in the CoS traffic contract, there are various @pgiwhich can be performed. The conversationdidretass is based on the Expedited
Forwarding PHB. Accordingly, to meet the low-lodgextive of Expedited Forwarding traffic, a nodeshl be configured to drop out-of-
contract Expedited Forwarding. Best-effort trafflass cannot be remarked and so will presumabtiriygped should traffic exceed allocated
resources.

The issue of correct management of assured forngufelHBs used to transport the streaming and irtteeaclasses requires careful attention.
The streaming traffic class will likely carry predmantly User Datagram Protocol/Real-Time Transpwoadtocol (UDP/RTP) traffic and
interactive traffic class will likely carry mainliJCP traffic. In particular, the benefits of re-miaudk streaming traffic should be analyzed.
Because a re-marked flow may lead to different qngebehavior for the re-marked queue, out-of-ophrkets may result as the in-contract
and out-of-contract packets are managed indepegdel@nce, for streaming traffic, it is stronglycoemmended that re-marking not be
performed on the streaming traffic classes.

Conversely, for interactive traffic classes, ousohtract packets should be marked as such (fonpbea using a single rate or two rate three-
color marker scheme that modifies the drop pridsitg). The remaining issue is which per-hop betrato allocate to the re-marked Assured
Forwarding traffic. It is proposed that out-of-c@ut AF4x traffic be dropped and out-of-contract38F1x traffic be marked for queuing with
Weighted Random Early Discard defined to controPTti2havior.
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DIFFERENTIATED SERVICE TO SUPPORT UMTS TRAFFIC CLAS SES

Proposal Classification Scheme

First consider the Behavior Aggregate classifigation the uplink, the GPRS gateway has done a &iff$licroFlow classification or a CoS
mapping based on the RAB Service Attribute. Ottegeways (for example, Cisco Content Services Gat¢@EG] or Cisco Service Selection
Gateway [SSG]) may have also performed classificabir reclassification according to a per-subscndmdicy. The IP network elements will
be able to classify based on a behavior aggreG8€EP).

CONVERSATIONAL TRAFFIC CLASS

The conversational traffic class is marked as Expdd-orwarding. To preserve the low-latency quguirhavior, out-of-contract
conversational class is defined to be dropped.ctormmodate the burst nature of conversationaidraffetering with token bucket algorithms
can be used to determine whether traffic is outeoftract.

Using the GSM Association Packet Document as ampba a single-rate three-color marking (srTCM)esuk is proposed for assured
forwarding marking.

STREAMING TRAFFIC CLASS

Aligned with GSM Association PRD IR.34, streaminaffic class is marked as Assured Forwarding (AF¥4dleo traffic, because of its
usually limited burst behavior and large packeg sig more problematic to manage than conversadtix@edited Forwarding voice. A better
option is a single- or dual-rate three-color mailsetdrTCM) classification for streaming traffic ieh is able to meter in-contract, exceeded-
contract, and violated-contract traffic. sr/drTCWMaaDiffServ Assured Forwarding-compliant edge devivould drop any out-of-traffic
streaming traffic and pass any in-contract traffic.

This scheme assumes that the source of the strgaraffic does not include any additional capapité further classify streaming packets.
According to the application, the capability of #teeaming source may be augmented to allow diffeated coloring of packets. For example,
a server providing a combined audio and video stnemy mark the audio portion as AF41 and the viglebion as AF42 or may mark MPEG
I, F, and B frames with AF41, AF42, and AF43. Iistbase, traffic marked with different drop preascks will be policed at the ingress and
dropped at the egress accordingly. Some strearpipigcations are expected to resend dropped padRetiies shall then be adapted
accordingly, to better manage the network resources

INTERACTIVE TRAFFIC CLASS

Interactive traffic classes use the remaining Asguforwarding classifications. According to GSM édation PRD IR.34, the difference
between AF3x, AF2x, and AF1x traffic classes isgherity of the queuing behavior and the maximumffér size, which is defined to
accommodate the high delay possibilities for thveciepriority traffic. However, the delay bounds aery artificial because the interface
buffering requirements at each router become ekaess

Reuse of the srTCM scheme to mark traffic from ezfdihese classes has been proposed:

¢ AFxl1—In-contract interactive traffic class
« AFx2—Exceeded-contract interactive traffic class

« AFx3—Violated-contract interactive traffic class
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BACKGROUND TRAFFIC

Background traffic management must be defined. rereecommendations in IR.34 are not the besbopfihis is because background

traffic, at least in the uplink case, has beensjpanted across the UMTS radio interface. Becaudie rasources have already been used to put
the packet into the IP network and these resouneeselatively expensive compared to resourcelsdrbackbone IP network, such packets
should not be marked “best effort” but should insteise the AF1x marking.

To allow for consistent marking of client-servedagreer-to-peer best effort services, use of AFtbéiih uplink and down-link traffic is
suggested. So as a modification of the DiffServkingrproposed by GSMA IR.34, background traffic Wwbnot use a default class but the
lowest Assured Forwarding class, AF1x. Within tHel&, you may mix the lowest-importance interacthegfic marked as AF1x as IR.34
suggests with background traffic. Then you canigomé adequately the drop preference in the AFasscto distinguish interactive from
background.

¢ AFll—In-contract, low-importance interactive trafiass
« AF12—Background traffic class and exceeded-contastimportance interactive class
¢ AF13—Violated-contract, low-level interactive andcckground traffic classes

Default Class can obviously be used in the IP backmetwork for other, non-radio traffic.

MULTICAST TRAFFIC

The 3GPP has defined multicast traffic as beingsifi@d as either background or streaming classiddbly, such traffic will receive RAB
service attributes that can be mapped and tradslate DSCP in that class of traffic. However, adety to RFC2475, IP multicast traffic
should be isolated from unicast traffic becausigsa$pecific behavior. One means is to use a sepaed of code points for multicast packets.

However, draft-baker-diffserv-basic classes clgssiime multicast traffic as unicast traffic if thene conveying an equivalent service, for
example, broadcast video or audio applications.

PROPOSED PER-HOP BEHAVIOR
Now that the classification has been defined ferdtferentiated service boundary nodes of thedékbone network, the PHB for each
behavior aggregate will be defined.

Conversational Traffic Class

The Expedited Forwarding behavior aggregate maketiLow Latency Queuing (LLQ). LLQ brings strimtiority queuing to Class-Based
Weighted Fair Queuing (CBWFQ). Strict-priority quregl allows delay-sensitive data such as voice tddzpieued and sent first (before
packets in other queues are dequeued), giving -delasitive data preferential treatment over otfadfic.

Typically, configuration of traffic management wiiticlude a bandwidth argument that gives maximundiadth for this behavior aggregate.
This parameter is used to specify the maximum amoiibandwidth allocated for packets belongingh® tlass. The bandwidth parameter
both guarantees bandwidth to the priority classrasttains the flow of packets from the prioritaggs. When congestion occurs, traffic destined
for the priority queue is metered to ensure thatitandwidth allocation configured for the classvtach the traffic belongs is not exceeded. If
congestion occurs, when the allocated bandwidthhfatr strict-priority queue is exceeded, policisgised to drop packets.
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Streaming Traffic Class

When only AF41 is defined, QoS configurations witle CBWFQ with tail drop. The AF41 class is chagdped according to the guaranteed
bandwidth delivered to the class during congestioa weight of the class, and also the maximum gUietit for that class. After a queue has
reached its configured queue limit, queuing of &iddal packets to the class will be configureddose tail drop. The maximum queue limit
should be set according to the amount of streatnaffic class delay allocated proportionately teleaode in the network.

The Weighted Random Early Detection (WRED) mechanigy also be used at egress for progressive drgppienable passing traffic if
possible. If traffic is marked with multiple dropgzedences (AF41, AF42, AF43), all code pointdat tlass will be managed identically (with
no fragmentation of buffer resources), but in pasiof congestion the PHB uses a congestion-avoédarechanism (WRED). WRED will
selectively discard lower-priority traffic, based drop preference, when the interface begins tegegested and provide differentiated
performance characteristics within and between #essBorwarding classes of service.

WRED will randomly and selectively (based on DS@R)p packets prior to periods of high congestia. $freaming service, carrying
predominantly RTP/UDP traffic will usually not erata decrease in the source transmission rate. #oW&/RED provides separate
thresholds and weights for different precedendésyilng you to provide different QoS for packet gping based on different traffic types. For
streaming AF4x class, AF43 traffic may be droppedarfrequently than AF42, and AF42 traffic may bepped more frequently than AF41
traffic during periods of congestion.

Interactive Traffic Class

Interactive traffic class will mainly contain TCRffic. TCP congestion-avoidance techniques carefbee be used. CBWFQ can be used as
with the streaming traffic class. However, for thieractive traffic class in congestion scenariitsrdahe queue has reached its configured
gueue limit, queuing of additional packets to ttass will be configured to cause packet drop. Padkap corresponds to using the inherent
congestion-avoidance techniques of TCP and invalgesy WRED drop policy.

Background Traffic Class

As described previously, because of the signifiesgpienditure of radio resources involved in tratting a packet corresponding to a
background traffic class from the user equipmenhéocore network, the use of the AF1x traffic sl classify the background traffic class
has been proposed. The same PHB as defined fartéractive traffic classes applies.

Best-Effort Traffic

Typically, when configuring CBWFQ, the sum of a#iritiwidth allocations on an interface should notexica certain percent of the total
available interface bandwidth (usually 75 percefiie remaining 25 percent is used for other ovethieeluding Layer 2 overhead, routing
traffic, and best-effort traffic. In this instandeest-effort traffic may correspond to other usia shared 3GPP backbone network (for example,
one that is used to simultaneously support a maigigator’s internal e-mail service).

SUMMARY

This white paper has analyzed the requirementddbining the operation of a Differentiated Servieesibled 3GPP backbone core IP network
which is able to support 3GPP QoS requirements tigttt service-level requirements. While 3GPP defimany QoS parameters, these are
defined exclusively for use as radio access-besmice attributes, used to enable differentiatadagement of RABs within the UMTS
Terrestrial Radio Access Network (UTRAN).
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Consequently, the latest recommendations from Bl @ssociation are used to define a core IP netwaittk four classifications and
associated per-hop behavior:

« The UMTS conversational traffic class is policectsure that if the corresponding allocated baniwilexceeded, out-of-contract traffic
will be dropped. In-contract traffic is dequeuedhgd-LQ, providing expedited forwarding per-hop bglor.

* Because of the large packet sizes involved antikbly bursty nature of the service, it is recommied that the UMTS streaming traffic
class use a single- or dual-rate policer schemehdidlows in-contract traffic to be carried whileserring that traffic that exceeds or
violates the allocated bandwidth is dropped. Dependpon the codec and streaming application, rmogeise classification, conditioning,
and behavior can be defined. The streaming trelfiss will be treated as Assured Forwarding, wiitinee tail drop or WRED when
congestion occurs at the egress interface.

* Recognizing that expensive radio resources wilehasen used by the time UMTS background trafficreashed the core network, the
UMTS background traffic class should be treatedsmired Forwarding traffic. In this way, a singkhhvior aggregate can be configured
for managing the combination of UMTS interactivel drackground traffic classes. Because of the graicise of TCP for these services,
WRED is intelligently used to trigger TCP congestavoidance rather than simple tail-drop policiése use of WRED will be perceived
by users as similar to simply allocating more hufésources to the traffic.

* In the case of dropped packets, TCP congestiordamoe will slow down its transmission rate of pasketo the network and increase. In
the case of more latency corresponding to increbaédr size, the TCP throughput can be shown twedese inversely related to the
roundtrip time.

» Best-effort traffic is limited to non-UMTS user-pla traffic.

* The same may not be true for GPRS-specific conmari&telements (Radio Network Controller [RNC], sagrGPRS support node
[SGSN], and gateway GPRS support node [GGSN])tHistdiscussion only includes the backbone conedfwork requirements.

The simplicity of managing four classes of sendgaa help ensure easy interoperability with othéwoeks (for example, with IP/MPLS-
enabled networks where only three bits are availédy carrying CoS information). In addition, eradend consistent marking can be provided
across an inter-PLMN backbone, which will allow G®Roaming Exchange (GRX) operators to reuse thetieg IETF-defined packet-
classification schemes. Finally, it is evident tivilen making use of CBWFQ, the associated per-letyavior will be stable and can be applied
consistently on all nodes within the network.

FOR MORE INFORMATION
GSM Association Inter-PLMN Backbone Guidelinbp://www.gsmworld.com/documents/ireg/ir34.[@f to Chapter 7.4 “IP QoS
Definitions for GPRS Release ‘99 and UMTS”

RFC2474: Definition of the Differentiated Servidégld (DS Field) in the IPv4 and IPv6 Headdrdp://www.ietf.org/rfc/rfc2474.txt

RFC2475: An Architecture for Differentiated Senackttp://www.ietf.org/rfc/rfc2475.txt

RFC2597: Assured Forwarding PHB Groutp://www.ietf.org/rfc/rfc2597.txt

RFC3246: An Expedited Forwarding PHB (Per-Hop Bétravhttp://www.ietf.org/rfc/rfc3246.txt

RFC3247: Supplemental Information for the New Diéifim of the EF PHB (Expedited Forwarding Per-HoghBvior):
http://www.ietf.org/rfc/rfc3247 .txt
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