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"n this article we review crror rvesil-

ience techniques for real-time video

rransport over unteliable networks.

Topics covered include an introduc-

tion to today’s protocol and network
. = COvironments and their characteris-
tics, encoder error resilience rools, decoder er-
rotr concealment techniques, as well as
techniques that require cooperaticn between
encoder, decoder, and the network. We pro-
vide a review of gencral principles of these
techniques as well as specific implementations
adopted by the H.263 and MPEG-4 video
coding standards. The majority of the article is
devoted to the techniques developed for
block-based hybrid coders using motion-com-
pensated prediction and transform coding. A
separate section covers error resilience tech-
niques for shape coding in MPEG-4.

Error Resilience

in Video Communications:
Importance and Approach

A video communications system typically in-
volves five steps, as shown in Fig. 1. The vidco
is first compressed by a video encoder to reduce

the dara rate, and the compressed bit stream is
then segmented inco fixed or variable length
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& 1. A typical video transmission system.

packets and multiplexed with other data rypes, such as au-
dio. The packets might be sent dircctly over the network, if
the network guarantees bit-error-free transmission. Other-
wise, they usually undergo a channel encoding stage, typi-
cally using forward error correction (FEC), to protect
them from transmission errors. At the receiver end, the re-
ceived packets are FEC decoded and unpacked, and the re-
sulting bit stream is then Input to the video decoder to
reconstruct the original video, In practice, many applica-
tions embed packetization and channel encoding in the
source coder as an adaptation layer to the network.

Unless a dedicated link that can provide a guaranteed
quality of service (QoS) is available between the source
and destination, data packets may be lost or corrupted,
due to either traffic congestion or bit errors duc to im-
pairment of the physical channels. Such is the case, for ex-
ample, with the current Internet and wireless networks,
In such sitnations, error-free delivery of data packets can
only be achieved by allowing retransmission of lost or
damaged packets, through mechanisms such as auto-
matic repeat request (ARQ). Such retransmission, how-
ever, may incur delays that are unacceptable for certain
rcal-time applications. Broadcast applications prevent the
use of retransmission algorithms completely due to net-
work flooding considerations. Therefore, it is important
to devise video encoding/decoding schemes that can
make the compressed bit stream resilient to transmission
errors. It is also prudent to design proper interfacing
mechanisms between the codec (encoder and decoder)
and the network, so that the codec can adjust its opera-
tions based on the network conditions.

Error control in video communications is very chal-
lenging for several rcasons. First, compressed video
streams arc very sensitive to transmission errors because
of the use of predictive coding and variable-length cod-
ing (VLC) by the source coder. Due to the use of
spatio-temporal prediction, a single erroneously recov-
ered sample can lead to errors in the following samples
in the same and following frames. Likewise, because of
the use of VLCs, a single bit error can cause the decoder
to lose synchronization, so thateven successive correctly
reccived bits become useless. Figure 2 shows a typical
example of reconstructed frames in the presence of
packet loss, Second, the video source and the network
conditions arc typically time varying, so that iris hard or
impossible to derive an “optimal” solution based on
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so that it is possible to detect and cor-

rect errors, Such redundancy can be
added in either the source or channel coder, The classical
Shannon information theory states that one can sepa-
rately design the source and channel caders, to achieve cr-
ror-free delivery of a compressed bit stream, as long as the
source is represented by a rate below the channel capacity.
Therefore, the source coder should compress a source as
much as possible (to below the channel capacity) for a
specified distortion, and then the channel coder can add
redundancy through FEC to the compressed stream to
cnable the correction of transmission errors. Such ideal
crror-free delivery, however, can be achicved only with
infinite delays in implementing FEC and are not accept-
able in practice. Therefore, joint source and channel cod-
ing is often a more viable scheme, which allocates a total
amount of redundancy between the source and channel
coding. All the ervor vesilient encoding methods essentially
work under this premisc and intentionally make the
source coder less efficient than it can be, so that the erro-
neous or missing bits in a compressed stream will not
have a disastrous effect in the reconstructed video quality.
This is usnally accomplished by carefully designing both
the predictive coding leop and the variable length coder,
to limit the extent of error propagation.

iy

& 2, Effect of transmission errors to a compressed video stream
using the H.263 standard for a selected frame. Upper left: no
transmission errors were present and the picture qgualily is as
high as the bit rate allows; upper right: 3% packet loss; lower
left: 59 packet loss; lower right: 10% packet loss.
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Even when an image sample or a block of samples are
missing due to transmission errors, the decoder can try to
cstimate them based on swrrounding received samples, by
making use of inherent correlation among spatially and
temporally adjacent samples. Such techniques are known
as error concesment techniques. Again, this is possible be-
cause real source coders do not completely eliminate the
redundancy ina signal in the encoding process. For exam-
ple, typically the encoder periodically restarts the predic-
tion process, to limit the effect of error propagation. A
consequence of this intentional deficiency of the encoder
is that a ransmission error may affect only a middle part
of a frame, which can then be cstimated by spatial and
temporal interpolation. To facilitate decoder ervor con-
ccalment, the compressed data for adjacent samples or
blocks may also be packetized in an interleaved manner,
to increase the likelihood that a damaged region is sur-
rounded by undamaged regions. Hrror concealment, in
conrrast to error resilient source coding, has the advan-
tage of not employing any additional bit rate, but adds
computational complexity to the decoder.

Finally, for the embedded redundancy in the source
coder to be useful and to facilitate error concealment in
the decoder, the codec and the network transmission pro-
tocol must cooperate with each other, For example, if the
bit strcam is such that some bits are more important than
others, then the important part should be assigned a more
stringent set of QoS parameters for delivery over a net-
work. To suppress crror propagation, the network may
also provide a feedback channel, so that the encoder
knows which part of the reconstructed signal at the de-
coder is damaged, and not usc this part for prediction of
furure samples.

To summarize, mechanisms devised for combating
transmission crrors can be categorized into three groups;
i) those introduced at the source and channel encoder to
make the bit stream more resilicnt to potential errors; ii)
those invoked at the decoder upon detection of errors to
conceal the effect of errors; and iii) those which require

interactions between the source encoder and decoder so
that the encoder can adapt its operations based on the loss
conditions detected at the decoder. We will refer to all of
them as crror resilience (ER) techniques.

Our purposc is to review such techniques in general as
well as their specific implementations in two recent video
coding standards, I1.263 and MPEG-4. For other recent
reviews sce [ 1]-[4] and references therein. We will focus
on video coders using block-based temporal prediction
and transform coding, since such coders arc presently the
most practical and effective ones and have been adopted
in all international video coding standards. We will con-
clude by reviewing ER tools developed for shape coding
in MPEG-4.

Before reviewing ER techniques, we will briefly de-
scribe the block-based hybrid video coding method for
those who are not familiar with this coding paradigm and
to introduce the necessary terminology. We also review
characteristics of practical networks and requirements for
different applications. These are important factors to
consider because the neeessity for error control and the
cffectiveness of a rechnique depends on the type of appli-
cations as well as the underlying network protocols.

Block-Based Hybrid
Video Coding Framework

Figure 3 shows the key steps in this coding paradigm. As
illustrated, cach video frame is divided into blocks of a
fixed size and cach block is more or less processed inde-
pendently, hence the name “block-based™ coding. The
word “hybrid” means that cach block is coded using a
combination of motion-compensated temporal predic-
tion and transform coding. That is, a block is first pre-
dicted from a matching block in a previously coded
reference frame. The estimation of the location of the best
matching block is known as motion estimation, and the dis-
placement between the current block and the matching

Input
Video

Motion
Vector

Comptessed
Video Stream

A 3. A typical video coder using block-based motion-compensated temperal prediction and transform coding. From Fig. 5 in [5].
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Mechanisms devised for
combating transmission errors
can be categorized into three
groups: i) those introduced at
the source and channel encoder;
ii) those invoked at the decoder
upon detection of errors; and iii)
those which require interactions
between the source encoder
and decoder.

block is represented by the meotion vector (MV). The pro-
cess of predicting a block based on the MV is called suotiosn
compensation. The use of prediction is motivated by the
fact that a current block is usually similar to a previous
block and that it is wasteful of bits to specify the pixel val-
ues in the current block directly. Instcad, the prediction
crror block is specificd, by converting it using the discreze
cosine trangform (DCT), quantizing the resulting coeffi-
cients, and converting them into binary code words using
VLC. The purposc of DCT is to reduce the sparial corre-
lation between adjacent error pixels and to compact the
cnergy of the error pixels into a few cocfficients. Because
many high-frequency coefficients are zero after
quantization, VI.C is accomplished by a runlength cod-
ing method, which orders the coefficients into a one-di-
mensional array using the so-called zig-zag scan so that
the low-frequency coefficients are put in front of the
high-frequency coetticients. This way, the quantized co-
clficients are specitied in terms of the nonzero values and
the number of the preceding zeros. Different symbols,
cach corresponding to a pair of zero-runlength and non-
zero value, are coded using variable length code words.
The above discussion assumes that temporal predic-
tion is successfitl, in that the prediction error block re-
quires fewer bits to code than the original image block.
This represents the P-mode of coding. When this is not the
case, the original block will be coded directly using DCT
and run-length coding. This is known as értra or Fmode,
Instead of using a single reference frame for prediction,
bidirectional prediction can be used, which finds two best
matching blocks, one ina previous frame and anotherina
following frame, and uses a weighted average of the two
matches as the prediction for the current block. In this
case, two MVs are associated with cach block, This is
known as the B-mode. Both P- and B-modes are generally
referred to as imzer-mode. The mode information, the
MVs, as well as other side information regarding picture
format, block location, ete., are also coded using VLC.
In practice, the block size for motion estimation may
not be the same as that used for transform coding.

64 IEEE SIGNAL PROCESSING MAGALINE

Typically, motion estimation is done on a larger block
known as macroblock (MB), which is subdivided into scv-
cral blocks. For example, in most video coding standards,
the M size is 16 % 16 pels and the block size is 8 x 8 pels.
The coding mode is decided at the MB level. Because MVs
of adjacent MBs are usually similar, the MV of a current
MB is predicrively coded, vsing the MV of the previous
MR for prediction. Similarly, the DC coeflicient of a block
is predictively coded, with respect to the DC value of the
previous block. Tn all discussed video coding standards, a
number of MBs form a group of blocks (GOB) or a slice,
and several GOBs ar slices form a picture, The size and
shapce of GOBs and slices differ among the various video
coding standards and picuire sizes and can be tailored o
the applications needs. Prediction of MVs and DC coctfi-
cients are usually vestricted within the same GOB or slice.

A frame may be coded entirely in INTRA-mode, and
such a frame is called an intra-frame or intra-picture. This
is used for encoding the first frame of a sequence. In appli-
cations cmploying high bit rate or with relaxed real-time
constraints, intra-frames are also nsed pertodically to stop
portential error propagation and to enable randon-access.
Low latency applications cannot rely on this powerful
means because intra-frames are typically several times
targer than any predicted frame. A P-frame uses only a past
trame for prediction, and depending on the predicrion ac-
curacy, an MB can be coded in cither intra-or P-mode.
Finally, a B-frame uses bidirectional prediction, and an
MB in a B-frame can be coded in I-, P- or B-mode. A
B-frame can only be coded after the surrounding intra- or
P-frames are coded. All the techniquees presented in this ar-
ticle deal with error resilience in video coders using only
intra- or P-mode, The word inter-frame is sometimes used
to describe a P-frame, Error resilience for B-mode or any
coding method using more than one reference frame is still
a topic that needs further rescarch,

Characteristics of Practical Networks
and their Video Capable Applications

We focus on error control for video conveyed over current
networks, using current protocol hicrarchies. The combi-
naticn of network and protocol characteristics allows us to
describe the crror characteristics of each combination,
with which the video transmission process has to cope. Yor
all cases it is assumed that the application envirenment
does not regularly allow retransmission of damaged or lost
video data becausc of real-time constraints and/or broad-
cast transmission characteristics, This is, in today’s covi-
ronment, generally a valid assumption.

The International Telecommunication Union Tele-
communication Standardization Sector (ITU-T) has
produced a number of international standards (the H-se-
ries) for real-time digital multimedia communication. In
addition, the Moving Pictures Experts Group (MPEG),
an internationak standards commitree, has produced a sct
of standards for audio and video compression. Formally
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MPEG is Working Group 11 of Subcommittee 29 of
Joint Technical Committee 1 of the International Stan-
dards Organization (ISO) and the Tnternational
Electrotechnical Commission (IEC). While MPEG-1
was developed for storage applications, MPEG-Z and
MPEG-4 are used for applications requiring the trans-
mission of compressed digital video. Table 1 lists the tar-
get networks, the video coding and multiplex standards,
and transmission characteristics, such as packet sizes md
error rates, of these standards. Note that the visual and
system parts of MPEG-2 were developed jointly by
ITU-T and ISO/IEC (H.262 corresponds to MPEG-2
video, and H.222 corresponds to MPEG-2 systems),
Currently, digiral compressed video is regularly conveyed
over the following networls and protocol hierarchies:
& ISDN (integrated services digital network) using ITU-T
H.320: HL.320 is the protocol hierarchy currently em-
ployed by the vast majority of video-conferencing and
video telephony equipment [6]. The multiplex protocol
F.221 [7] used by H.320 systems offers a bir-oriented,
practically error-free video transmission channel with a
fixed video bit rate. Beyond the mandatory intra-MB re-
fresh mechanisms of the video coding standards, no other
ER tools are necessary or helpful, Being practically error
free, this environment is not discussed any further in the
rest of the article.
& Cable-TVisatellite channels using MPEG-2 transport
streams [8]: This transport environment is employed by a
vast majority of digital television applications and is the
most widely deployed environment for digital video as of
today. Regardless of the underlying wireline or wireless
physical layer, the channel coders and the MPEG-2 trans-
port layer ensure an almost error-free environment. No
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ER mechanisms beyond those required by the standards
are necessary. As with ISDN/H.320, there is no need for
furrher discussion here.

& IP/UDD/RTP-based veal-time transmissions on private IP
networks oy the Internet [9]: In this environment ar least
two high-level protocol architecrures exist, namely
H.323 [10] and “native” Internet announcement proto-
cols such as session initiation protocol (SIP) [11] and scs-
sion description protocol (SDP) [12]. Generally, the
media transport is packer based, and cach media packet
has an overhead of 40 bytes, typically yielding large data
packets around 1500 bytes, to gain a reasonable pay-
load/overhead relationship, The packets are transmitted
bit-error free. The packet loss rate depends on the net-
work conditions and can be as low as 0% in the case of a
highly over-provisioned private TP networks or as high as
30% and more for long distance connections during peak
time on the Tnternet [13]. Through the feedback mecha-
nisms of real-time control protocol (RTCP, part of the
RTP specification) [9], it is possible to get information
about the packer loss rates every few seconds, which al-
lows for sender-based, adaptive use of ER tools. At the
decoder, lost packets can be easily identified by the usc of
the RTP sequence number. In real-world systems this in-
formation is typically conveyed to the video decoder,
which often uses it to cnable decoder-based error conceal-
ment techniques. No further means for the location of er-
rors are available or necessary.

A Internet stremmingy speeific: Internet streaming applica-
tions such as the RealPlayer or similar products typically
employ comparable protocol mechanisms like the oncs
discussed previously. Tn addition, the application allows,
duc to its relaxed real-time demands where playout delays
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of several seconds are acceptable, for transport-based re-
transmission of missing or damaged parts of the media
stream, thereby gaining an almost loss-free environment.
Therefore, there is little need for error resilient video cod-
ing beyond the mechanisms mandatory to the standards.
& H.324-based tromsmission over telephone network and
wireline modems [14]: Systems contorming to these stan-
dards have been available since 1996, but never gained
market relevance duc to their poor audio/video perfor-
mance resulting from the very low available bit rate. In
such systems, the tradeofl between bit error rate (BER)
and bit rate of the modem link can be adjusted using the
V.80 modem control mechanisms. Most systems train
the modem path conservatively, yielding reasonably low
crror rates at some cost of bit rate, which is a necessity
considering the problems arising from high BERs that
the multiplex protocol H.223 (not using the “mobile™ ex-
tensions, sce below) has [15]. Theretore, there is little
need for error resilient video coding in this case.

In addition, there arce a few networks and protocol en-
vironment combinations that are not yet regulasly used,
but deserve artention for various reasons specific to cach
combination:

& H.324/H.223 over wireless networks: 'This environment,
often called the “mobile eavironment™ is currently the
most often discussed application tor error resilient video
coding, although the need for such coding is by no means
clear yer. {There arc currently at least three different pro-
posals for video-capable communication over third-gen-
cration wireless links under discussion: 1) the use of
H.324 and its mobile extensions as the transport, 2) the
usc of IP/UDP/RTP-based transport employing
H.323-type protocols for administration, and 3) modi-
tied H.324-type transport with a different multiplex ar-
chitecture. For 1) and 3), the discussed error
characteristics and the means the video codec has to cope
with those errors arce valid. If 2) is realized, then physical
and link layer protocols have to be used that guarantec an
almost bit-error free environment, due to the characteris-
tics of TP, UDD, and RTP. Tny such a case, the mabile com-
munication could assume a bit-crror free, but packet lossy
link.] Generally, any wireless link, especially when mo-
bile stations are involved, which lead to suboptimal an-
tenna characteristics, has scvere bit-error characreristics,
It is similarly true, however, that, for real-world applica-
tions, quite sophisticated channel coders are uscd that re-
duce the BERs significantly. On wop of these channel
coders, real-world systems generally need some form of
channel multiplexers that often include transport proto-
col functionality as well, thereby reducing the error rates
further, A typical example for a practically error-free
wireless network was alrcady mentioned above with che
MPEG-2 transport/satellitc combination. Many current
proposals for wireless interactive multimedia communi-
cation employ H.223 and its “mobile extensions™ as the
transport/multiplex protocol on top of the bit-otiented
channel. The mobile extensions form a hicrarchy with
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five different levels, which allows for a scalable tradcoff
between the robustness against bit errors of the multi-
plexer itself and the overhead incurred by thar multi-
plexer. With the exception of the highest level, no
improvement to the quality of the media transport is per-
formed. Therefore, the video codec has to be able to cope
with bit errors. The characteristics of these bit crrors are
typically expressed in the parametcrs BER and average
burst length. Most research for video coding on top of the
H.223 transport is performed with average burst lengths
in the neighborhood of 16 bits, and BERs between
10E-3 and 10E-5. H.223 conveys media data including
compressed video in the form of packets of variable size.
Typical packet sizes are around 100 bytes to ensure good
delay characteristics. If bit errors damage the protocol
structures of 11,223 beyond the repair facilitics of the em-
ployed level (a condition known as multiplex errors),
then whole packets can get lost as well. Thercfore, video
transmission on top of H.223 has to cope with packet
losses. The location of crrors in a system employing
H.223 is a complex task. When using an H.223 level ap-
propriate to the error characteristics of the link, then the
multiplex errors occur only rarely and can be reliably de-
tected by the multiplex protocol itself. The typical reac-
rion of an H,223 implementation to a multiplex error is
to drop the corrupted packet(s). In addition, H.223 con-
veys for video packets a cyclic redundancy check (CRC)
that allows the detection of bit errors in the payload of a
video packet. Such packets can either be dropped, leading
to a packet-lossy situation at the decoder, or the decoder
can be informed by the transport hierarchy thata biterror
1s present in a packet.

& ATM cell-lossy networks: Rescarch on video transmis-
sion over cell-lossy networks, several years ago, was one
of the most prominent rescarch topics in the signal pro-
cessing community. Recently, fewer publications ap-
pear on this topic, mostly because the number of
end-to-end ATM connections is far smaller than ex-
pected. Generally, cell loss can be considered as a
subform of packet loss, whereby cells are extremely
small packets. The mechanisms to cope with cell losses,
however, are different, because it is not effective to add
synchronization markers at the beginning of each cell,
from a resilience/overhead tradeoft perspective. We will
not discuss cell lossy networks any further, mainly be-
causc of the large number of prior publications [16] and
the limited number of applications.

& “Hypothetical” networks: A large number of publications
discuss the behavior of a newly developed error resilience
scheme in conjunction with a “hypothetical” network.
Most oftenn, bit-error-prone channels of over-simplified
characreristics (such as random bit errors) arc used, under
the assumption that the compressed video is transmitted
drrectly over such a channcel, withour the use of any chan-
nel coder and/or multiplexer. We will focus primarily on
mechanisms that are supported by existing standards and
are therefore utilized in real-world applications.
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Review of Techniques for Error Resilience

Here we review general techniques that have been devel-
oped for error resilient video coding, Applications or spe-
cial implementations of some of these tools in H.263 and
MPEG-4 video coders are discussed in the nexr few
sections. As described, ER techniques can be divided into
three categories, depending on the role that the encoder,
decoder, or the networl layer plays in the process. We de-
scribe these in separate subsections. Our discussion as-
sumes that video is coded vsing the block-based hybrid
encoding framework. We will give only briet overviews
of the techniques covered in [1] to leave space for more
recent developments.

Error Resilient Encoding

In this approach, the encoder aperates in such a way so
that transmission etrots on the coded bit stream will not
adverscly affect the decoder operation and lead to unac-
ceptable distortions in the reconstructed video quality.
Compared to coders that are optimized for coding cffi-
ciency, ER coders typically are less efficient in that they
use more bits to obtain the same video quality in the ab-
sence of any transmission errors. These extra bits are
called redundancy bits, and they are introduced to cn-
hance the video quality when the bit stream is corrupted
by transmission errors. The design goal in ER coders is to
achicve a maximum gain in error resilience with the
smallest amount of redundancy.

There are many ways to introduce redundancy in the
bit stream. Some of the techniques help to prevent error
propagation, while others enable the decoder to perform
better error concealment upon detection of crrors. Yet
another group of techniques are aimed at guaranteeing a
basic level of quality and providing a gracetul degradation
upon the occurrence of transmission errors.

Robust Entropy Coding

One main cause for the scnsitivity of a compressed
video stream to transmission crrors is thar a video
coder uses VLC to represent

such that they can be casily distinguished from all other
code words and small perturbation of these code words.
Usually some header information (regarding the spatial
and temporal locations or other in-picture predictive in-
tormation concerning the subscquent bits) is attached
immediately after the resynchronization information.
This way, the decoder can resume proper decoding upon
the detection of a resynchronization marker. Obviously,
inscrtion of resynchronization markers will reduce the
coding efficiency: First, the longer and more frequent
such markers are, the more bits will be used for them. Sec-
ond, the use of synchronization markers typically inter-
rupts in-picture prediction mechanisms, such as MV or
DC coefficient prediction, which adds even more bits.
But longer and more frequently inserted markers would
also enable the decoder to regain synchronization more
quickly, so that a transmission error affects a smaller re-
gion in the reconstructed frame. Hence in practical video
coding systems, relatively long synchronization code
words are used.

Reversible Vaviable Length Coding (RVLC): We have
assumed that once an crror occurs, the decoder discards
all the bits until a resynchronization code word is identi-
fied. With RVLC, the decoder can not only decode bits
after a resynchrenization code word, but also decode the
bits before the next resynchronization code word, from
the backward direction, as shown in Fig. 4. Thus, with
RVLC, fewer correctly received birs will be discarded,
and the affected area by a transmission crror will be re-
duced. By providing the capability of cross-checking be-
tween the output of the forward and backward decoder,
at 2 modest increase in complexity, RVLC can help the
decoder to detect errors that are not detectable when
nonreversible VLC is used, or provide more information
on the position of the errors, and thus decrease the
amount of data unnecessarily discarded. RVLC has been
adopted in both MPEG-4 and H.263 in conjunction with
insertion of synchronization markers.

Often, rescarchers not so familiar with RVLC dismiss
the concept due to their belief of the lower coding ethi-
ciency of RVLC compared to optimized VLC. Recentre-

various symbols. Any bit er-
rors or lost bits in the middle
of a code word can not only
make this code word
undecodabie but also make
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4. 4. RVLC codeweords can be parsed in both the forward and backward direction, making it possible
to recover more data from a corrupted data stream. MPEG-4 syntax is assumed in the figure, but
the basic principle holds true also for other RVLC-coded data. From Fig. 9 in {5].
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Compared to coders that are
optimized for coding efficiency,
ER coders typically are less
efficient in that they use more
bits to obtain the same video
quality in the absence of any
transmission errors.

search has shown, however, that at lcast for coded video,
RVLC can be designed with near-perfect entropy coding
efficiency and nice code word structure for casy implemen-
tation. Tneelligently designed RVLC code books can also
provide a more “robust”™ and “consistent” performance
over a large family of input distributions. This is another
advantage over VLC code books trained from a specific set
of standard sequences whose optimality is questionable
when applied to “real” data [17].

In addition to providing cross-checking capability of
forward and backward decoded results, RVLC can pro-
vide additional error resiliency due to its unique proper-
ties. More detailed analysis can be found in [18].

Provisions for Syninx-Based Repairs: Because of the syn-
tax constraint present in compressed video bit strcams, it
is possible to recover data from a corrupted bit stream by
making the corrected stream conform to the right syneax.
Obviously, such techniques are very much dependent on
the particular coding scheme. The use of synchronization
codes, RVLC, and other sophisticated entropy coding
means such as error resilient entropy coding [19] can all
make such repair more feasible and more effective,

Error Resilient Prediction

Another major cause for the sensitivity of a compressed
video to transmission errors is the Use of temporal predic-
tion. Once an error oceurs so that a reconstructed frame
at the decoder differs from that assumed at the encoder,
the reference frames used in the decoder from there on-
wards will differ from those used at the encoder, and con-
sequently all subsequent reconstructed frames will be in
error. The use of spatial prediction for the DC coefficients
and M Vs will also cause error propagation, although it is
confined within the same frame. In most video coding
standards, such spatial prediction, and therefore error
propagation, is further limited to a subregion (GOB or
slice) in a frame.

Insertion of Intra-Blocks or Frames: One way to stop
temporal crror propagation is by periodically inserting
intra-coded pictures or MBs. For teal-time applications
the use of intra-frames is typically not possible due to de-
lay constraints. The use of a sufficiently high number of
intra-MBs, however, has turned out to be an efficient and
highly scalable tool for error resilience.
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When employing intra-MBs for error resilience pur-
poscs, bath the number of such MBs and their spatial
placement have to be determined. The number of neces-
sary intra-MBs is obviously dependent on the quality of
the connection. Many practical systems provide
out-of-band information about the network quality or
heuristic means to gain such information, Examples in-
clude antenna signal strength in wircless environments or
RTCP receiver reports on Internet connections, A good
discussion on how to choose the correct number of
intra-MBs is given in [20].

For the spadal placement of I-mode blocks, several
schemes have been proposed. Random placement has
been shown to be efficient, as well as placement in the ar-
eas of highest activity, determined by the average MV
magnitude, Hybrid schemes thar additionally consider
the time of the last intra-update of a given MB were also
considered. None of thosc schemes outperformed any of
the others significantly [21]. The currently best known
way for determining both the correct number and place-
ment of intra-MBs for error resilience purposes is the use
of a loss-awrare rate distortion optimization scheme [22].
This is further explained later. Finally, therc are
closed-loop methods that use a feedback channel to con-
vey information about missing or damaged MB data to
trigger intra-coding at the sender. These schemes are dis-
cussed below.

Independent Segment Prediction: Another approach to
limit the extent of error propagation is to split the data
domain into several segments and perform temporal/spa-
tial prediction only within the same segment. This way,
the error in one segment will not affect another segment,
One such approach is to include even-indexed frames in
one segment and odd-indexced frames into another scg-
ment. This way, even frames arc only predicted from cven
frames. This approach is called video redundancy coding in
[23]-]24]. It can also be considered as an approach for ac-
complishing multiple description coding. Another ap-
proach is to divide a frame into multiple regions {e.g., a
region can be a GOB or slice), and a region can only be
predicted from the same region in the previous frame.
This is known as independent segment decoding (ISD) in
H.263.

Layered Coding with Unequal Error Protection

Laycred coding (LC) or scalable coding refers to coding a
video into a base layer and one ot several enhancement
layers. The base layer provides a low but acceptable level
of quality, and each additional enhancement layer will
incrementally improve the quality. By itself, LC is a way
to enable users with different bandwidth capacity or de-
coding powers to access the same video at different qual-
ity levels. To serve as an ER tool, I.C must be paired with
unequal error protection (UEP) in the transport system,
so that the base layer is protected more strongly, for
example, by assigning a more reliable subchannel, using
stronger FEC cades, or allowing more retransmissions
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[25]-[26]. Note that none of the network and protocol
environments discussed previonsly support UEP at the
network level, and this situation is not likely to change in
the near future, for both technical and cconomical rea-
sons. On the other hand, itis feasible to accomplish UEP
at the application level, e g, by packer-based FEC, which
will use additional bits.

There arc many ways to divide a video signal into two
or more layers in the standard block-based hybrid video
coder. For cxample, a video can be temporally
down-sampled, and the base layer can include the bit
stream for the low frame-ratc video, whereas the en-
hancement layer(s) can include the error between the
original video and that up-sampled from the low
frame-rate coded video. The same approach can be ap-
plicd to the spatial resolution, so that the base layer con-
tains a small frame-size vidco, The base layer can also
encode the DCT coefficients of cach block with a coatser
quantizer, leaving the fine details {the error between the
original and the coarsely quantized value) to be specified
in the enhancement layer(s). Finally, the base layer may
include the header and motion information, leaving the
remaining information for the enhancement layer, In the
MPEG and H.263 terminology the first three options are
known as temporal, spatial, and SNR scalability, respec-
tively, and the last one as data partitioning,

Multiple Description Coding

As with 1.C, multiple description coding (MDC) alse
codes a source into several substreams, known as descrip-
tions, but the decomposition is such that the resulting de-
scriptions arc corrclated and have similar importance,
Any single description should provide a basic level of
quality, and more descriptions together will provide im-
proved quality. For cach description to provide a certain
degree of quality, all the descriptions must share some
fundamental information about the source, and thus
must be correlated. This correlation is whar enables the
decoder to estimarc a missing description from a received
one and thus pravide an acceptable quality level from any
description. On the ether hand, this corrclation is also the
source of redundancy in MDC. An advantage of MDC
over LC is that it does not require special provisions in the
network to provide a reliable subchannel. For example, in
avery lossy network, many retransmissions have to be in-
voked or a lot of redundancy has to be added in FEC to
realize error-free transmission. In this case, it may be
more effective to use MDC,

To accomplish their respective goals, LC uscs a hierar-
chical, decorrelating decomposition, whereas MDC uses
a nonhierarchical, correlating decomposition, Some ap-
proaches that have been proposed for accomplishing such
decomposition include overlapping quantization [27],
correlated predictors [ 28], correlating lincar transforms
[29]-[30], correlating filter-banks [31], and interleaved
spatial-temporal sampling [32], [33]. The last approach
is known as video redundancy coding in HL263,
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Decoder Error Concealment

Decoder error concealment reters to the recovery or esti-
mation of lost information due to transmission errors.
Given the block-based hybrid coding paradigm, there are
three types of information that may need to be estimated
in a damaged MB: the texture information, including the
pixel or DCT coefficient values for either an original im-
age block or a prediction error block; the motion infor-
mation, consisting of MV {s) for a MB coded in cither D-
or B-mode; and finally the coding mode of the MB.

It is well known that images ot natural scenes have pre-
dominantly low trequency components, i.e., the color
values of spatial and temporally adjacent pixels vary
smoothly, except in regions with edges. All the tech-
nigues that have been developed for recovering texture
information make usc of the above smoothness property
of image/video signals, and essentially they all perform
some kind of spatial/temporal interpolation. The MV
field, to a lesser extent, also shares the smoothness prop-
erty and can also be recovered by using spatial/temporal
interpolation. For the coding mode information, the
methods developed tend to be more driven by heuristics.
In the following, we review some representative tech-
niques for cach category. More extensive coverage of
methods discussed here as well as other methods can be
found in [1] and [33]-[34].

Recovery of Texture information

Motion Compensated Tempoval Prediction: A simple and
yet very effective approach to recover a damaged MB in
the decoder is by copying the corresponding MB in the
previously decoded frame, based on the MV for this MB.
The recovery performance by this approach is critically
dependent on the availability of the MV, When the MV is
also missing;, it must first be estimated, which is discussed
below. To reduce the impact of the error in the estimated
MVs, temporal prediction may be combined with spatial
interpolation (sce below).

Spatind Interpolation: Another simple approach is to in-
terpolate pixcls in a damaged block from pixels in adja-
cent correctly received blocks. Usually, because all blocks
or MBs in the same row are put into the same packet, the
only available neighboring blocks are those in the current
row and the row above. Because most pixels in these
blocks arc too far away from the missing samples, usually
only the boundary pixels in neighboring blocks are used
tor interpolation [35]. Instead of interpolating individual
pixels, a simpler approach is to estimate the DC coeffi-
cient (ie., the mean value) of a damaged block and re-
place the damaged block by a constant equal to the
estimated DC value. The DC value can be estimated by
averaging the DC values of surronnding blocks or by the
o-trimmed mean of pixels in the neighboring blocks
[36]. One way to facilitate such spatial interpolation is by
aninterleaved packetization mechanism so that the loss of
one packet will damage only every other blocks or MBs.
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Spatial and Temporal Intevpolation by Mascimizing the
Smoothness of Resulting Video: A problem with spatial in-
terpolation approaches is how to determine an appro-
priate interpolation filter. Another shortcoming is that
they ignore received DCT coefficients, if any. Thesc
problems arc resolved in the approach of [37] by requir-
ing the recovered pixels in a damaged block to be
smoothly connected with its neighboring pixels both
spatially in the same frame and temporally in the previ-
ous/following frames. If some but not all DCT coefti-
cients are received for this block, then the estimation
should be such thar the recovered block be as smooth as
possible, subject to the constraint that the DCT on the
recovered block would produce the same values for the
received coefficients. The above objectives can be for-
mulared as an unconstrained optimization problem, and
the solutions under different loss patterns correspond to
different interpolation filters in the spatial, temporal,
and frequency domains [36], [37].

Spatied Interpolation Using Prejection onto Conyex Sets
(POCS) Technigue: Another way of accomplishing spa-
tial inrerpolation is by using the POCS method |38],
[39]. The general idea behind POCS-based estimation
methods is to formulate each constraint about the un-
knowns as a convex set. The optimal solution is the in-
tersection of all the convex scts, which can be obtained
by recursively projecting a previous solution ento indi-
vidual convex sets, When applying POCS for recovering
an image block, the spatial smoothness criterion is for-
mulated in the frequency domain, by requiring the dis-
crete Bourier transform (DFT) of the recovered block to
have encrgy only in several low frequency coetlicients. If
the damaged block is belicved to contain an edge in a
particular direction, then one can require the DFT coct-
ficients to be distributed along a narrow strip orthogo-
nal to the edge direction, i.e., low-pass along the edge
direction, and all-pass in the orthogonal direction. The
requirement on the range of cach DET cocflicient mag-
nitude can also be converted into a convex sct, so is the
constraint imposed by any received DCT coefficient.
Because the solution can only be obtained through an it-
crative procedure, this approach may not be suitable for
real-time applications,

Recovery of Coding Modes and Motion Vectors

As already indicated, some of the above algorithms arce
contingent upon the knowledge of the coding mode and
MVs for P- or B-mode MBs. To facilitate decoder error
concealment, the encoder may perform data partition to
pack the mode and MV information in a separate parti-
tion and transmit them with morc crror protection. This,
for example, is an ER mode in both H.263 and MPEGH4.
Still, the mode and MV information can be damaged.
One way to estimate the coding mode for a damaged MB
is by collecting the statistics of the coding mode pattern
of adjacent MBs and find a most likely mode given the
modes of surrounding MBs [40]. A simple and conscrva-

70 IEEE SIGNAL PROCESSING MAGAZINE

tive approach is to assume that the MB is coded in the
intra-mode and usc only sparial interpolation for recover-
ing the underlying blocks [37].

For estimating lost MV, there are several simple oper-
arions [41]: a) assuming the lost MVs to be zeros, which
works well for video sequences with relatively small mo-
tion; b} using the MVs of the corresponding block in the
previous frame; ¢) using the average of the MVs from
spatially adjacent blocks; d) using the median of MV
from the spatially adjacent blocks; and e) re-cstimating
the MVs [36]. Typically, when an MB is damaged, its
horizontally adjacent MBs arc also damaged, and hence
the average or mean is taken over the MVs above and be-
low. Te has been found that the last two merhods produce
the best reconstruction results [36], [20], [42]. Instead of
cstimating one MV for a damaged MB, one can use dif-
ferent MVs for different pixel regions in the MB for a
better result. See [1] and [33] for some more sophisti-
cated approaches.

Encoder and Decaoder Interactive Error Control
In the techniques presented thus far, the encoder and de-
coder operate independently as far as combating trans-
mission errors is concerned. When a feedback channel
can be set up from the decoder to the encoder, the de-
coder can inform the encoder about which part of the
transmitted information is corrupted by errors, and the
encoder can adjust its operation correspondingly to sup-
press or even climinare the effect of such errors. If the un-
derlying network protocol supports ARQ, then a simple
approach is to retransmit the lost packets. This will incur
processing delays, however, that may be unacceptable for
certain real-time interactive applications. For such appli-
cations, it is often acceptable to have errors as long as they
do not fast too long. Therefore, even if anc cannot afford
to correct the errors whenever they oceur, it is important
to limit the propagation scope of such errors. Earlier we
described how to use periodic intra-blocks/frames or in-
dependent segment prediction in the encoder to limit er-
ror propagation. These approaches, however, generally
lead to significant reduction in coding efficiency. Here,
we describe some techniques that adjust the encoder op-
crations based on the feedback information from the de-
coder. These approaches can reduce the coding gain loss,
at increased complexity, A more extensive review of tech-
niques in this catcgory can be found in [43].

Reference Picture Selection (RPS)

Based on Feedback Information

One way of taking advantage of an available feedback
channelis to employ RPS. If the encoder learns through a
feedback channel about damaged parts of a previously
coded frame, it can decide to code the next P-frame not
relative to the most recent, but to an older, reference pic-
ture, which is known to be available in the decoder. This
requires that the encoder and decoder both store multiple
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past decoded frames. Information about the reference
picture to be used is conveyed in the bit stream,
Compared to coding the current picture as an I-frame,
the penalty for using the older reference picturc is signifi-
cantly lower, if the reference picture is not too far away.
Note that using RPS does not necessarily mean extra de-
lay in the encader, The encoder does not have to wait for
the arrival of the feedback information about the previous
frame to code a current frame, Rather, it can choose to
use as reference a frame before the damaged frame when-
cver it recetves the feedback information. For example, if
the information about the damage of frame » does not ar-
rive at the encoder until the time to code frame #+4, the
decoded frames between s24+1 to #+4-1 would all have
crrors, because the decoder uses different reference
framces than the cncoder for thesc frames. By sclecting
frame #—1 as the reference frame to code frame n+4, er-
ror propagation will be stopped from frame #-+d on-
wards. Of course, the longer it takes ro gencrate and
deliver the feedback information, the greater will be the
loss in coding efficiency.

Error Tracking Based on Feedback information

Instead of using an carlier, undamaged frame as the refer-
ence frame, the encoder can track how the damaged areas
in frame # would have affected decoded blocks in frames
n+1 ton+d-1, and then perform onc of the following.
The encoder can a) code the blocks in frame #+4 that
would have used for prediction damaged pixels in frame
n+4—1 using the intra-mode; b) avoid using the affected
area in frame » +4~1 for prediction in coding frame #+4;
and ¢) perform the same type of crror concealment as the
deceder for frames n+1 to n+4-1, so that the encoder’s
reference picture matches that at the decoder, when cod-
ing frame #2-+4, The first rwo approaches only require the
encoder to track the locations of damaged pixels or
blocks, whereas the last approach requires the duplication
of the decoder operation for frames #+1 to n+d-1,
which is more complicated. In either approach, the de-
coder will recover from crrors completely at frame #+4,
Option a} is the simplest to implement, but may suftfer
higher coding gain loss than the other two options. More
information on error tracking, correction and fast algo-
rithms can be found in [44], [45], [43], and [1]. Experi-
mental results have shown that option a) is less efficient
than the RPS approach [46].

Error Resilience Tools in ITU-T H.263

Introduction

As s the casc for all current video coding standards, the
ITU-T Recommendation H.263 entitled “Video
Coding for Low Bit Rates” [47] defines the bit stream
syntax and the decoder operation on that syntax, Nei-
ther is the encoder operation defined, nor the decoder’s
reaction on corrupted bit strcams. During the standard-
ization process of H.263, a test model description
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emerged, which covers these two aspects. The test
model’s purpose is both to provide ideas and guidelines
to implementers and to describe common grounds of
video coding based on the H.263 syntax that is used for
future standardization work.

This section is based on both the forthcoming third
version of the ITU-T Recommendation H.263, known
commonly as H.263++, and on the most recent test
model version 11 known as TMN11 [48]. H.2634 +
was technically frozen in February 2000, and it is ex-
pected to become an international standard by October
2000. The test model was finalized at the same time.

H.263 follows the general ideas of block-based hybrid
coding described earlier. Beyond the baseline syntax,
H.263 ofters a variety of optional coding modes that ad-
just various tradeoffs. Some of these modes are intended
to improve crror resilience by adding redundancy to the
bit stream, and they are discussed in more detail below,
The other optional modes typically allow adjusting the
tradeoff between computational complexity (at the en-
cader, the decoder, or both) and the compression cffec-
tiveness. None of those modes have more than a marginal
impact on crror resilience beyond the general observation
that the better the compression of a signal, the more bits
can be spent for the transport coder to improve the repro-
duced signal quality at the receiver. Therefore, those cod-
ing-efficiency oriented modes are not discussed here in
derail. An excellent overview of the version 2 optional
modes is available in [49]. The only coding cfficiency op-
tional mode of version 3 was introduced in detail in [50].

We introduce first the ER tools available in version 3
of H.263. Then, we discuss the application of these tools
at the encoder for Internet-based packet lossy networks
and for highly bit error prone mobile networks. We will
introduce the RTP packetization schernc used for I1.263
transport over the Internet in real-time environments, as
important tools, since header repetition is implemented
there and not in the video bit strcam syntax. Typical de-
coder operations for both networking scenarios are also
presented, including mechanisms for error concealment
and syntax repair, where appropriate.

Error Resilience Tools

H.263 version 3, organized in cight annexes, contains
five error resilience tools: block-based FEC, flexible syn-
chronization points (slices), independent segment de-
coding {ISI)), reference picture selection (RPS), and
data partitioning syntax (IDP), The temporal, spatial, and
SNR scalability modes can also be used to support error
resilient applications, An appropriatc combination of
these tools along with means available in the baseline syn-
tax, such as intra-MB refresh, is typically chosen adap-
tively by the application according to the network
characteristics and conditions. Such combinations are
discussed later on. Additional remarks on the effective-
ness of many of the tools can be found in [24]. In the fol-
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lowing cach of the tools is discussed in the order they
appear in the ITU-T recommendation.

BCH Forward Error Correction (FEC) (Annex H)
This tool allows the inclusion, for blocks of 492 coded
video bits, of a 19-bit BCH (511, 492) FEC parity infor-
mation in the bit stream. Together with a single addi-
tional bit to allow for resynchronizarion of the resulting
512-bit block structure, Annex H introduces an overhead
of roughly 4% of the bit rate. The BCH (511, 492) FEC
cade is able to corvect single errors and to reliably detect
double bit crrors in a 512-bit block.

Anncx H is a leftover from H.261, where it was
deemed to be necessary to cope with the bit crrors of
ISDN. As this network practically does not have bit er-

rors (BER of 10E-8 is guaranteed, and, typically BERs of

10E-10 are achicved), it was rarcly used in this conrext.
For highly bit-error-prone mobile channels with their
bursty crror characteristics, Anncx H is not efficient since
an error burst longer than 2 bits is neither correctable, nor
will be reliably detected. Furthermore, the fixed structure
of 492 video bit blocks does not allow to preciscly align
the block boundaries to synchronization markers. For
these reasons, Annex H is not used for the two network-
ing scenartos discussed.

Flexible Synchronization Marker Insertion,

Slice Structured Mode (Annex K)

In its Annex K, H.263 introduces a slice concept that
goces well beyond what is known as slices from the MPEG
world. These slices, when used, replace the GOB concept
in H.261 and baseline H.263. In particolar, slice headers
that scrve as synchronization markers and interrupt
in-picture prediction can either be inserted in scan order
to achieve picture structures similar to those of MPEG-2
or slices can be used wo define rectangular areas of the pic-
ture, aligned to MB boundaries (cf. Fig. 5). In conjunc-
tion with independent segment decoding, as discussed
below, such rectangular slices arc helpful for certain con-
tinnous presence multipoint applications,

Furthermore, dara from both forms of slices 1s allowed
to appear either in scan-order only or in any arbitrary or-
der. Limiting the appearance of slices to the scan order fa-
cilitates error detection at the decoder. Slice inrerleaving
schemes, like the one discussed later in conjunction with
Internet packetization, however, cannot be easily used.
Our-of-order slices allow for more flexibility in the bit
stream generation and depacketization, but are more dif-
ficult to implement and might also induce a somewhat
higher delay, as missing data cannot be identified before
the next picture start is reached—although such a task is
typically performed by the depacketization at the trans-
pore layer without addirional delay.

A simple example on how scan order slices can improve
error resilience is visualized in Fig. 6. Using GOB headers
for every other GOB inserts four resynchronization mark-
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4 5. H.263 Annex K Slices in a QCIF picture: (a) GOBs consists of
one line of MBs. (b) Scan order slices may contain belween
one MB and all MBs of a picture. () Rectangular slices can be
placed at MB boundaries in any rectangular shape. In each
case, alf MBs of a picture have to be assigned to exactly one
GOB/Slice,

crs in the coded bit stream, but at positions determined by
spatial locations in the source picture and not by the con-
tent. Inserting slice headers as synchronization markers,
however, leads to an equal size of bits in each slice. This, by
itself, improves errot resilience as it equalizes the probabil-
ity that a slice be hir by a wansmission error. Error resil-
ience is furthermore improved, becanse a higher number
of synchronization markers appear in the active regions of
the picture, which can, therefore, be reconstructed with a
higher probability.

Reference Picture Selection (RPS—Annex N and Annex L)

RPS allows importing picture data from more than one
reference picture, which are typically held in a first-in,
first-out queue. The basic concept of RPS can be most
casily described as the use of three-dimensional MVs.,
Predictive information can not only be imported, after
spatial movement, from the previous picture, but from
more than one older pictures that have to be keptin stor-
age at the decoder (a predicrion model that expresses the
pixel value at the current pixel as the linear combination
of pixels in a number of previous frames was developed
in [51]), RPS can bc used on whole pictures, picture
segments (slices or GOBs), or on individual MBs. The
former two mechanisms are defined in Annex N and
were included as an ER tool only, whereas the latter, de-
fined in Annex U, is a version 3 exrension and was de-
signed with both error resilience and coding efficiency
in mind. The main difference between these concepts is
the signaling in the bit stream. In case of RPS operation

g@%%%@%%%%@ﬁ IPicture Start Code
%% i 1GOB Header
%% - |Slice Header

H.263 Using Scan Order Slices

A 6. Scan order slices as a means to improve error resilience,

JULY 2000



on whole pictures or picture segments, the to-be-used
reference picture intormation needs to be transmitred
only once per picture or picture segment, When using
MB-based RPS, every coded MB has to contain this in-
formation, thereby yielding three-dimensional MVs with
the reference picture time as the third dimension. In all
cases, both the encoder and the decoder have to maintain
data stevctures with more than one reference picture.

For error resilience purposes, RPS can be used with or
without feedback information. Without feedback infor-
maation, a temporal MDC technique known as video re-
dundancy coding is employed. This technique, however,
is much less cfficient than any feedback-based mecha-
nisms [ 23], [24].

If a feedback channel is available, a decoder can inform
the encoder of a missing or damaged picture. The en-
coder can react to such a message by using an older refer-
cence picture that is known to be correctly received at the
decoder’s site. As already mentioned, the induced penalty
for the less accurate prediction depends on the age of the
employed reference picture. Reference [43] contains in-
formation about delay and overhead incurred by using
RPS. The original concept was introduced as the
NEWPRED method in [52].

When using a feedback-based mechanism, imumedi-
ately a need arises for the transport of the feedback infor-
mation. From an architectural point of view, this
functionality is outside the scope of video source cod-
ing. For reasons that lie in the history of the develop-
ment of H.263 version 2 and the original version of
H.324, Annex N of H.263 includes syntax for feedback
channel information in the video stream. This limits the
usce of that tlavor of feedback channel messaging to only
point-to-point scenarios in which both terminals use
H.263 for video coding. Most systems employing feed-
back-based RPS, however, rely on the transmission of
feedback channel information outside of the video
stream by higher protocol layer means. This has not only
architectural advantages, but also allows using a differ-
ent service quality for feedback channel messages
thereby avoiding problems resulting from lost feedback
channel messages.

Scalabifity (Annex O)

Temporal, spatial, and SNR scalability can be used for er-
ror resilience purposes as well, it multiple paths with dif-
ferent service characteristics are available between the
source and the destination. Annex O implements the
same scalability means that were already discussed and is
therefore not further discussed here.

Independent Segment Decoding (ISD-Annex R)

In certain high bit rate, packet lossy environments, [SD
in conjunction with rectangular slices is known to im-
prove crror resilience [24]. IS1Y forces encoder and de-
coder to treat segment {slice or GOB) boundaries like
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I is encouraging that the two
most recent video coding
standards, H.263 and MPEG-4,
can lead to acceptable video
quality even in highly error
prone environments—something
older video coding standards
such as H.261 or MPEG-1 could
not achieve.

picture boundaries, thereby preventing the import of
corrupted data outside the segment due to mation com-
pensation. The overhead of ISD is roughly inverscly
proportional to the picture size and is impracticably
high for picture sizes smaller than common intermediate
tormat (CIF).

Data Partitioning and RVLC (Annex V)

Because of the cftectiveness of data partitioning and
RVILC in error resilience, they are adopted as an BER
mode in Annex V of H.263 version 3. The framework
proposed in Annex V bears much similarity to the
well-understood H.263 bascline, with the following
modifications:

4 MB header, MV, and DCT information are no longeyr
interleaved on a MB by MB basis, rather, they are
grouped into separate pactitions separated with specially
designed markers [53].

4 Header and motion information is coded with RVLC.,
The RVLC table for motion information was already in-
troduced in the H.263 Version 2 as part of Annex 1) (Un-
restricred Mation Vecror Mode [54]). The RVLC table
used for header information is a symmetric code table,
which has very similar code length distribution as the
nonreversible VILC table used in H.263 bascline. Because
DCT information usually has a much smaller impact on
image quality as compared to header and motion infor-
mation, DCT information is still coded with the table
used in the baseline.

4 To improve the coding efficiency, MVs for MBs in a
packet are predictively caded in Annex V, as in the case
for bascline H.263. The predictor used is no longer
drawn from the MVs of three neighboring MBs, how-
ever, but rather, a new single thread MV predicrion
scheme |55] is used. "This scheme allows backward inde-
pendent MV (notjust MV prediction residual) decoding
in both the forward and backward directions at little loss
of efticiency.

A Annex V ouses a pseudo-fixed-lengeh packerization
scheme so as to help the decoder to regain correct
resynchromization.
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Header Repetition (Annex W)

Annex W of H.263 contains several mechanisms to convey
supplementary enhancement information additional to
those of Annex L., Annex L was introduced in version 2 of
H.263 and includes a sct of simple signals for mechanisms
such as picture freczing or color keying—it does not in-
clude any error resilience related mechanisms and is there-
fore not further discussed. A very simple signaling
mechanism allows extending the picture header by such
enhancements. For error resilience purposes, a redundant
representation of cither the current or the previous picrure
header can be included. When using a redundant imple-
mentation of the current picture header, then the problem
arises that, syntactically, both headers reside in the same
data structure, namely the picture header itself. Tt is there-
fore difftcult, and sometimes impossible, to identify the re-
dundant information, if the original information is
damaged. Using the previous header such a problem docs
not arise, but at the expense of additional delay, as the pic-
ture header of the next picture has to be available before
decoding of the previous picture can start.

H.263 contains no syntax element that allows including
redundant picture header information at the slice level, as it
18 available in MPEG-4’s HEC. This scrious drawback,
necessary duc to the syntax structure, is somewhat com-
pensated by accompanying protocols such as RFC2429
[66], where such redundant headers are possible.

Encoder Mechanisms Used on IP Networks

On IP networks, interactive video capable applications
typically employ RTE [9] as the transport protocol, which
offers real-time, packet lossy, bit-crror free, and unreliable
service. On top of R1P, RFC2429 is the payload header
specification for H.263. Source coding mechanisms of
H.263 and packetization tools of RFC2429 work to-
gether to achieve good performance. Tf longer larencies are
acceptable, either guaranteed transmission protocols such
as TCP can be employed or, in the case of multicast and
broadcast environments, often a combination of unreliable
transmission with a rcliable ARQ

ployed in the test model will likely yield better resules than
this algorithimn.

Ar the source coding level, an adaptive intra-MB re-
fresh algorithm is used, which employs a loss-aware
rate-distortion optimization scheme to sclect the MBs to
be intra-coded. This algorithm takes as an input a mid-
term prediction of the packet loss rate. Each MR is coded
INTRA, INTER, and SKIP, and the resulting rate-dis-
tortion tradeoff assuming undamaged reconstruction of
the MB is measured. Then, for the same coding modes,
the same rate-distortion tradeoft is calculated but under
the assumption that the coded MB was lost during trans-
mission, For cach coding mode (INTRA, INTER,
SKIP}, both values are weighted according to the packet
loss rate, to decide on the coding mode. A detailed de-
scription of the algorithm along with simulation resules
can be found in [22]. Additionally, the picture is divided
into GOB-shaped slices, which can be decoded out of or-
der. The resulting slices are packetized in an interleaved
manner, collecting all MBs residing in even numbered
rows into one and all MBs in odd numbered rows into an-
other packet. The “odd” packet contains the original pic-
ture header. For the “even™ packet, a redundant
representation of the picture header is included, which al-
lows the decoding of the picture cven if the first packet
containing the original picture header is lost during trans-
mission. The interleaving scheme allows for decent error
concealment using motion compensated temporal inter-
polation, as discussed below. It can be extended to more
than two packets per picture if desirable, which is typi-
cally only the case tor video bit rates above 300 kb/s. Fig-
ure 7 displays the packetization of a QCIF-sized picture
into two RTD packets.

Decoder Operations for

1P-Based Video Transmission

On IP-based networks, the transport protocol (here
UDP) typically guarantics bit-crror-free transmission by
checksum mechanisms and dropping of any corrupted

feedback and forward channel is

used. The lgttcr is, for champ]c, GOB 1 Datz 0B 1
common in tools like the ' =
RealPlayer, As we focus here onlow GoB2 \
latency cnvironments such algo- GOB 3 Data |4 GOB 3 GOB 2 Data
rithms are not discussed. In the fol-
lowing, we briefly describe an —J GOB & Data -~ GQB 4_ ™ GOB 4 Data
algorithm used in the test model GOB 5 .
[48], [22]. It docs not rely on feed- GOB 7 Data ‘GOB 8 '\ GOB 6 Data
back mechanisms and, therefore, al- \ -

. . R GOB 7
lows for multicast and broadcast S -
applications, like the ones common GOB 9 Data ‘\ ' GOBS. > GOB 8 Data
in multicast backbone (MBONE) GOB 9 o
environments. Whenever the appli-

cation allows the use of feedback
channels, RPS, ARQ, or other
mCCllﬂlliSlnS CLT.I'I'CIltly 1not cm-
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A 7. A QCIF picture is coded into two packets. The packet not containing the first GOB/slice
(that includes the picture header) carries a redundant copy of the picture header in the
RFC2429 RTP paylead header.
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packets. Therefore, the only error type that has to be dis-
cussed here is the packet loss. Furthermore, pay-
load/overhead considerations lead to fairly large packets
around the Internet MTU size of 1500 bytes.

Due to the discussed network characteristics, syn-
tax-based repair mechanisms can only ensure a standard
compliant bit stream, but not reconstruct missing data.
Most decoders for IP-based video therefore do not perform
syntax-based repair atall, but use the syntax violations to de-
tect missing MB data to apply error concealment.

Without feedback channels, and when using the cor-
responding encoder design as discussed above, the de-
coder design is fairly simple. If all packets of a coded
picture are received, which can be determined by check-
ing RTP header information, then the concatenated
pavioad of those packets can be dircctly decoded, as it
forms a valid H.263 bit stream. If only the first packet of
a given picture is received correctly, then the correct pic-
ture header for this picture is available, which is part of
the first slice of this picture. In H.263, all MBs have to
be coded in cach picture, even if no texture or motionin-
formation is conveyed. Macroblocks missing in the pic-
ture are a syntax violation, and a decoder can react to this
violation by cmploying content-based error conceal-
ment techniques, such as predicting presumably missing
MVs from neighboring MVs. The test model suggests
to use the MV of the MB spatially above of the missing
MB, Research has shown that no significant improve-
ment in picture quality can be achieved when using
mean or median values of more than one MV, The inter-
leaving scheme discussed in catlier ensures that such a
prediction is often possible, as neighboring lines of MBs
are coded in different packets,

If the fivst packer of a picture is lost, redundant repre-
sentations of the picture header in other packer(s) can be
used to reconstruct the picture header and thus still de-
code parts of the picture. Even if no such redundant copy
is available, a decoding attempt can still be made by a
highly crror tolerant decoder, because, typically, litcle
changes can be observed in the picture header from pic-
ture to picture, The only ficld that always changes is the
temporal reference, and this field can be reconstructed
out of the RTYP timestamp, a mandatory part of the RTP
packet header,

Any missing packets lead, of course, to an asynchrony
between the encoder’s reference picture and the decoder’s
reference picture. As discussed earlier, such inconsisten-
cies have negative impact on the reproduced picture qual-
ity. To cope with this asynchrony, cither RPS, intra-MB
refresh, or a combination of both can be used.

In the casc of an available feedback channel, decoder
operation is very similar to the above description, except
that the decoder has to generate feedback informarion.
Borh positive (Ack) and negative acknowledgments
(Nack) are supported in H.263. For optimal perfor-
mance the choice between using Ack, Nack, or both sig-
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nals should be made according to the transmission qual-
ity for the video and for the reverse feedback channels
[52], [24], [43]. Obviously, the smaller the spatial region
on which feedback information is generated, the higher
the traffic on the feedback channel. Therefore, Ack and
Nack type of feedback is typically generated for whole
pictures, whereas for picture segments or individual
MBs, Nack-only type is more appropriate.

As an encoder reacts appropriatcly upon receiving a
feedback message, €.g., by using an older reference pic-
ture, the encoder loop and decoder loop regain
synchronicity as soon as the RPS-coded picture i re-
ceived. Therefore, intra-MB refresh rates can be keptto a
minimum, thereby improving coding efficiency and re-
sulting picture quality,

Encoder and Decoder Mechanisms

for Highly Bit-Error-Prone Networks

On highly bit-error-prone networks, TMN11 suggests
the usc of essentally the same mechanisms as for the
Internet, Due to the low overhead characteristics of the
transport protocol used for [TU-T-compliant mobile tet-
minals (H.223), the packet sizes can be significantly
smaller, TMN11 suggests to packetize one coded GOB
into asingle packet. In the future we expect the use of An-
nex V, as data partitioning and RVLC to be cfficient in
this scenario and were for this reason added to the stan-
dard. No test model enhancements are available at the
time of publication.

As already discussed above, highly bit-crror-prone
channels involve typically two types of errors in the video
payload: bit errors and losses of a large group of bits due
to errors in higher level protocols. The latter type of error
is called packet loss here. Video codecs have to cope with
both types of errors simultancously or can often request
the transport hierarchy to discard any packets conraining
bit errors. Tn the latter case many bits containing uscful
information are generally discarded, but decoder imple-
mentation is much simpler and follows the rules dis-
cussed above.,

Individual bit errors or short error bursts can be sub-
ject to syntax repair mechanisms, Before an erroncous bit
stream can be repaired, it is necessary to identity the exact
pusition of the error, which, in turn, can be done either
completely based on syntax, or using a mixture of syntax-
and semantic-based mechanisms. The casicst way to re-
pair a broken bit stream is by switching individual bits
and trying to reconstruct that repaived bit stream, until
no syntax violation occurs any more, More sophisticated
repair mechanisms were also reported.

The repaived bit stream is either completely free of bit
crrors or contains error bursts that are too long so that
they cannot be repaired. In such cases, decoders can at-
tempt to decode as many bits as possible, at the risk of re-
constructing pictures from erroncously transmitted bits,
or they can discard all bits between two sync-points
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where a bit error is known to be present, which effectively
resules in a packet loss. Both mechanisms have advantages
and disadvantages and typically result in a quite similar
system behavior.

For the packet losses, mechanisms very similar to those
already discussed can be employed, including intra-MB
refresh, rate-distortion (RD)-based mode decision pro-
cesses, RPS, and header repetition and use of redundant
header information. Upon detection of a missing or in-
tentionally dropped packet, error concealment tech-
niques can be employed,

Error Resilience Tools in MPEG-4

The latest video coding standard from ISO/IEC, the
MPEG-4 standard, was aimed at audio-visual coding in
multimedia applications, allowing for interactivity, high
compression, and/or universal accessibility and portabil-
ity of audio and video content. The targered bir rate is be-
tween 5-64 Kb/s for mobile applications and up to 2 mb/s
for TV applications. The MPEG-4 standard urilizes the
concept of object-based and layered encoding exten-
sively, as well as tools that can deal with both narural and
synthetic objects. To reduce overhead and maintain com-
patibility to other video coding standards, MPEG-4 also
contains a short header mexde that is essendally the same
as the H.263 bascline syntax when only a single video ob-
jeet is present. The MPEG-4 standard also incorporates
explicitly an error resilient mode of operation. Tt incorpo-
rates many crror isolation, synchronization, data recov-
cry and resilient entropy coding tools. Tn this scction, we
tocus on ER tools introduced for coding the motion and
texture information. The last section will describe op-
tions introduced for shape coding,

MPEG-4 Resynchronization Tools
Resynchronization tools, as the name implics, attempt to
enable resynchronization berween the decoder and the
bit strcam after errors have occurred in the bit stecam.,
This is especially helpful in the case of bursty crrors as it
provides the decoder with the capability of “fresh start.”

There are several different approaches to resynchroni-
zation in MPEG-4. The video packet approach adopted
by MPEG-4 is very similar in principle to the adaptive
slice of MPEG-2 and Slice Structured Mode of H.263. 1t
1s aimed at providing periodic resynchronization
throughour the bit stream. Therefore, when the video
packet approach to resynchronization is used, the lengths
of the video packets are no longer based on the number of
MBs as in the casc of the non-crror resilicnt mode of
MPEG-4 or bascline H.263, but instcad on the number
of bits contained in that packet. If the number of bits con-
rained in the current video packer exceeds a predeter-
mined threshold, then a new video packet is created at the
start of the next MB.

The resynchronization marker placed at the start of a
new video packet is distinguishable from all possible
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VLC code words, Header information is also provided at
the start of a video packet. This header contains the infor-
mation necessary to restart the decoding process, includ-
ing the address of the first MB contained in this packet
and the quantization parameter (QP) necessary to decode
that first MB. The MB number provides the necessary
spatial resynchronization while the QP allows the differ-
cntial decoding process to be resynchronized. Following
the QP is the header extension code (HEC). As the name
implics, the HEC is a single bit to indicate whether addi-
tional video object planc { VOP) level information will be
available in this header. If the HEC is equal to one then
the following additional information (which is constant
tor cach VOP and transmitted with the VOP header) is
available in this packet header: timing information, tem-
poral reference, VOP prediction type, and some other in-
formation. The header extension feature cnables the
decoder to correctly utilize data contained in the current
packer without reference to the packet containing the
VOP header, it can also help error derection because it of-
fers cross-checking capability since all packets in the same
VODP share the same QP, time stamp, etc.

In addition to the vidco packer approach to
resynchronization, a method called fixed interval syn-
chronization has also been adopted by MPEG-4, This
method requires that the start of a video packet appear
only at allowable, fixed interval locations in the bit
stream. This helps to avoid the problems associated with
start code emulation. Although errors can cause emutla-
tion of a VOP start code, this emulation will only be
problematic in the unlikely event that it occurs at a loca-
tion permitting VOP start codes.

MPEG-4 Data Partitioning

In the absence of any other ER tools, the data between
the synchronization point prior to the error and the first
point where synchrenization is re-cstablished is discarded
when errors are detected in the decoding of “real” data. It
the synchronization approach is effective in determining
the amounr of data discarded by the decoder, then the
ability of other types of tools that recover data and/or
conceal the effects of errors can be greatly enhanced.

To achieve better error isolation in the video packet
and fixed interval synchronization approaches, MPEG-4
introduced data partitioning. When the data partitioning
syntax is used, the video bit stream between two consecu-
tive resynchronization markers is divided into finer logi-
cal units. Each logical unit contains one type of
information {e.g., DCT coefficients) for 4l the MBs in
the whele packet (when present, shape data is also parti-
tioned). This is in contrast to the nondata-partirioned
syatax, in which header, motion and texture information
arc interleaved on a MB by MB basis, For the decoder to
locate cach logical unit, secondary markers are placed be-
tween logical units. Unlike the resynchronization
marker, which needs to be free of emulation from header,
motion and DCT data, these secondary markers need
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only to be free from emulation by data in the logical unit
that immediately precedes them. For example, the
marker between motion and DCT dara needs only to be
free from emulation by motion data, but it can be emu-
lated by DCT data. When the decoder detects an crror in
a packet using the data partitioning syntax, it can then
search for che next secondary marker in the packet, and
start decoding the next logical unit within the same
packet, Because the decoder only needs to discard the rest
of' the logical unit, instead of the rest of the packet, more
data can be salvaged and utilized, Without data partition-
ing, the decoder would need to compensate for the loss of
header and motion and DCYL data for all MBs from the
one in which the error is detected. When data partition-
ing is used, each correctly decoded logical unit contains
one type of information for alf MBs in the packet, the task
of error concealment is thus made much easier. Figure 8
is an illustration of the syntactic structure of the MPEG-4
error resilient mode with data partitioning. Note that the
texture (DCT) partition in the structure may be coded

with RVLC.

NEWPRED Mode

The “NEWPRED” mode is a new ER tool introduced o
the MPEG-4 Version 2 {officially known as MPEG-4 Vi-
sual Amendment 1, Visual Extensions) [57]. Itis very sim-
ilar in principle to the H.263 RP'S Mode (Annex N) and
the Slice Structured Mode (Annex K). When the
NEWPRED mode is turned on in MPEG-4, the reference
used for inter-prediction by the encoder will be updated
adaptively according o feedback from the decoder via
feedback messages. These upstream messages indicate
which NEWPRED (NI segments {which can either be
an entire frame, or in MPEG-4 language, a VOP, or the

fully decoded, and which NID segments have not. Based on
the feedback mformation the encoder wilk either use the
most recent N segment, or a spatially corresponding but
older ND segment for prediction. In the latter case the
coding cfficiency is reduced, as longer MVs and additional
texture information will typically have to be used.

Data Recovery in Conjunction

with RVLC and Data Partitioning

After synchronizarion has been re-established, dara re-
covery tools attempt to recover data that would otherwise
be lost. The MPEG-4 crror resilient operation mode uti-
lizes RYLC for better recovery of DCT data. The usage
of RVLC is signaled ar the video object layer (VOL).
When RVLC is used for DCT data, the bit stream is de-

coded in the forward direction first, If ne errots are de-
tected, the bit stream is assumed to be valid, If an error is
detected however, rvo-way decoding is applied, and the
portion ot the packet between the first MB in which an er-
ror was detected in both the forward and backward direc-
tions should not be used.

In RVLC decoding, crrors are detected if either an ille-
gal RVLC code word is found or more than 64 DCT co-
efficients are decoded ina block, Here “anillegal RVLC”
is detecred upon receiving a bit pattern not listed in the
code table, or from syntactical information (i.c., an incor-
rect number of stuffing bits for byte alignment,
fixed-length coded events already included in RVLC ta-
ble, ete.).

Syntax-Based Repairs: Because RVLC provides more
constraints and check points, it is very suitable for syntax
based repair, as introduced in [58] and [59]. It is a widely
held misconception that when a VLC code table is com-
plete {i.c., when the Kraft’s inequality is satisfied as an
cquality), any binary scquence becomes a legal concate-
nation of code words, This conception is true only when
the packer (or data segment) is of infinite length, which is
never the case in a real system. In addition, a standard
(MPEG or H.26x) compliant bit streaim {s never an inde-
pendent and identically distributed (i.i.d.) white binary
sequence. The distribution of 1’s and 0's in the bit stream
is often (albeit stightly) location dependent. There is also
a syntax constraint on the concatenation of code words.
Thercfore, for any given packer, there is only a relagively
small number of valid, legal combinations, Thus, if a de-
coder is able to nse this information intelligently and effi-
ciently, it is possible to achieve much superior quality
than a “traditional” video decoder when the bit strecam is
transmitted over a noisy channel [58], [59]. The
MPEG-4 data partitioned syntax and RVLC also help to
improve the benefit of syntax-based repair, as they allow
more “check points” and syntax constraings, which makes
the total number of valid packets even smaller as com-
pared to the number of all possible binary strings of the
same length. Figure 9 is an illustration of the improve-
ments provided by a syntax-based repair algorithm simi-
lar to that in [58] for a MPEG-4 bit stream corrupted
with the ITU standard W-CDMA crvor pattern with an
average BER of 1073,

Error Resilience for
Shape Coding in MPEG-4

Overview of the MPEG-4 Shape Coding Methods
One of the dramaric diffevences of MPEG-4 from ali pre-
vious video coding standards is the coding of arbitrarily

shaped video objects (VOs)

[60]. A frame of a VO is called a

HEC and Header |Motion| Motion
Repetition (If Present) [ Vector| Marker

Resync| MB |Quant
Marker | Index | Info

Texture
{DCT})

video object plane (VOP), Fol-
lowing an object-bascd ap-

Resync
Marker

proach, MPEG-4 visual

4 8. Syntactic structure of packets in MPEG-4 error resilient mode with data partitioning.

JULY 2000

transmits texture, motion, and

IEEE SIGNAL PROCESSING MAGAZINE 77



% Side By

tion. This template is shown in
Fig. 11(a) and extends two pixels
to the left, right, and top of the
pixel to be encoded. Henee, the
context depends on the current
MB and previously decoded
shape information. Additionally,
shape values to the right of the
current MB may be unknown,
For these values, cach undefined
pixel is set equal to the value of
the closest value within the MB.
Having computed the context

for the current pixel, the proba-

bility that the location is trans-
(b} parent (or opaque) is determined

A 9. A comparison of reconstructed video quality with and without syntax-based repair: (a) With
syntax-based repair and (b) without symtax-based repair. identical bit streams and error de-

tection and concealment were used in both cases.

shape information of one VO within one bit stream. The
bit streams of several VOs and accompanying composi-
tion information can be multiplexed such that the de-
coder receives all the information to decode the VOs and
arrange them into a video scene, as illustrated in Fig, 10
This results in interactivity and flexibility for standardized
video and multimedia applications not shared by any of
the previous coding standards.

The shape of an object is defined by means of an
o.—map. It determines for each pixel whether it belongs to
the VO (o — value > 0) or not (o.— value = 0). For an
opaque object the corresponding values are equal to 255,
while for a transparent object they range from 1 to 254.
Most of the reported work on shape coding deals with the
cfficient coding of binary shapes, witho — value = 0 being
the background and o — value = 255 being the object.

Binary Shape Encoding

In the case of binary shape, shape information is divided
into 16 x 16 binary alpha blocks (BABs). These blocks
may contain any combination of transparent or opaque
shape values. Blocks that are completely transparent or
opaque are signaled at the MB level. For blocks that con-
tain both transparent and opaque locations, MPEG-4 de-
tines five additional modes of cncoding utilizing a
combination of motion compensation and context-based
arithmetic encoding (CAE). These modes arc signaled
using a variable length codeword that is dependent on the
coding mode of surrounding MBs, and they arc i) no mo-
tion vectors, no shape update; i) ne motion vectors,
shape update (interCAE); i) motion vectors, no shape
update; iv) motion vectors, shape update (interCAE);
and v) intra-shape (intraCAE).

Intra-Mode: The first shape coding mode relics com-
plerely on an intra-VOTP CAE. In this approach, the MB is
processed in scanline order. A remplate of 10 pixels is used
to define a context for the shape value at the current loca-
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with a table lookup operation,
The table is defined in the
MPEG-4 specifiation and con-
tains probabilitics for the possi-
ble 1024 contexts. Finally, the block is coded using the
derived probabilities and an arithmetic code.
Inter-Mode: While the intra-VOP shape coding
method is always available to an encoder, four additional
shape coding modes [modes 1)-iv) above] appear in pre-
dicted VOPs [e.g., P-, B- and sprite restricted to global
motion compensation S(GMC)-VOPs], Here, motion
compensation is used to provide an initial estimate of the
BAB. To compute this estimate, the encoder signals
whether a differenrial value is included in the bit stream.
If included, MVs arc recovered by adding the differential
to an estimate that is derived from either neighboring
BABs or colocated luminance information (selection of
the appropriate MV is specified in the standard.) Then,
binary shape information from the reference VOP is ex-
tracted using pixel accurate motion compensation. These
samples can be used for the current BAB. Alternatively, if
the encoder signals the presence of an arithimetic code, bi-
nary shape information is sent with an inter-VOP CAE.
The inter-VOP template is shown in Fig. 11(b) and con-
tains nine pixel values. Four of these locations corvespond
to the current BAB, while the other five samples return
shape information from the reference VODP. Like the
intra-VOP case, undefined pixels are sct equal to the
value of the closest value within the MB, and an arithme-

Com'posited at
Decoder

4 10. Frame decomposition into visual objects.
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& 11, Templates denoting the context for the coded pixel. (a) The
intra-CAE template. (b} The inter-CAE template. Alignment is
done after motion compensation frem the reference VOP.

tic code is derived using probabilitics specified for cach of
the 512 contexts.

Lossy Encoding: Besides changing the coding modes at
the enceder, additional mechanisms are specified for con-
trolling the quality and bit rate of binary shape informa-
tion. As a first method, MBs can be encoded at reduced
resolution. Accomplished by reducing the resolution by a
factor of two or tour with a majority operation, the result-
ing 8 % § or 4 x4 BABs arc encoded using any of the avail-
able compression modes and transmiteed to the decoder.
After reception, the reduced resolution BAB is decoded
and upsampled using an adaptive filter. The filter maps a
single shape value to a 2 x 2 block of shape values. As de-
fined in the MPEG-4 standard, the filter relies on the nine
pixels surrounding the low-resolution shape value. When
recavering shape data from a 4 x4 BAB, the interpolation
procedure is applied twice.

Spatial Scalability: Besides reducing the resolution of
the BAB, two other options can effect the bir-rate and
quality of encoded shape information. First, the effi-
cieney of the CAX depends on the orientation of the
shape information. To increasc this efticiency, an encoder
may choose to transposc the BAB before encoding. This
is signaled to the decoder, which transposes the BAB after
applying the appropriate decoding steps. As a sccond op-
tion, spatial scalability is introduced in the second version
of MPEG-4[57]. With this method, both a base layer and
enhancement layer are provided to the encoder, The base
layer is decoded using previously discussed methods, The
enhancement layer refines the shape informarion of the
base layer. This is accomplished by predicting the higher
resolution block from either the lower resolution data at
the same time instant or higher resolution data in previ-
ously enhanced VQOPs. If the estimated block deviates
from the actual shape data, a CAE can then be nsed to en-
code the higher resolution shape.

Encoding of Grayscale Shape Data

Once the binary shape data has been encoded, grayscale
shape dara can be sent to the decoder in the form of trans-
parency values, This information consists of four 8 x 8
blocks that are colocared within each BAB. Encoding the
transparency data is almost identical to methods utilized
for luminance data. In fact, motion compensation for the
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transparency information relies on the MVs provided for
the luminance channel. The only significant difference
between the transparency and luminance data is that
overfapped motion compensation is not allowed when
sending transparency information.

Two extensions to grayscale coding are included in the
second version of MPEG-4 [57] The first extension is that
a bit stream is no longer restricted to one channel of trans-
parency data, and it can now contain up to three channels
of grayscale shape data. The encoder signals the presence
and content of cach auxiliary channel, which can be any
combination of transparency, depth, disparity or texture
data. Additionally, channels can be denoted as “User De-
fined” for future extension. The sccond extension is the use
of'the shape-adaptive DCT (SA-DCT). This procedure in-
corporates the binary shape data mto the DCT caleulation
of the luminance and auxiliary information,

Shape Error Resilience in MPEG-4

Shape encoding relies on a combination of motion and
spatial predictions for efficient representations, Within an
crror prone environment, this leads to increased sensitivity
to channcet noise and packet loss. When the error resilience
mode 1s enabled within an MPEG-4 bit stream, modifica-
tions in the shape encoder reduce this sensitivity to trans-
mission crrors. These changes occur within the
computation of the CAE. In nonresilient modes, the con-
text utilized for arithmetic encoding relies on shape data
from current and neighboring MBs. To account for poten-
tial packet loss, MPEG-4 redefines the context of the CAE
when the encoder enables the error resilience mode. This is
accomplished by denoting any pixel location that is exter-
nal to the current video packet as transparent. Applicable
to both inter- and intra-CAE modes, this approach limits
the propagation of shape crrors in a noisy channel.

A second method for protecting shape data within the
MPEG-4 tramework is data partitioning. "This approach
separates the MB header, binary shape information, and
MVs from the texrure information. A resynchronization
marker (the motion marker) defines the boundary be-
tween the two components. The advantages of this ap-
proach are twofold. Firsr, an error within the texture dara
does not effect the decoding of shape, Second, data parti-
tioning facilitates unequal error protection, which can be
emploved to increase the protection of transmitted mo-
tion and shape information from channel errors.

While data partitioning is quite usctul for increasing
the error resilience of shape coding, it is not applicable to
all modes of the shape encoder. Specifically, data parti-
tioning is only defined within the context of binary shape
data. When grayscale shape information must be sene,
dara partitioning cannot be vrilized within the MPEG-4
specification. This precludes unequal error protection.
Additionally, it inhibits the use of RVI.C to protect DCT
cocfficients within the bit stream, including the texture,
transparency, or auxiliary channels. In this scenario, er-
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rors within a video packet are difficult to localize, and the
entire packet must often be discarded.

A final method for error resilience within the MPEG-4
specification is the insertion of a video packet header.
This header can appear periodically in the bit stream.
When present, it serves as a resynchronization marker
and denotes the start of a MB, Addirionally, the header
conrains information for decoding the transmitted MBs,
even if previous MBs were lost in the channel. This intro-
duces crror resilience for all methods of shape encoding,
The video packet hcader also provides redundant infor-
mation from the VOP header. In practice, this allows de-
coding a VOP even with a corrupt header. Unformnately,
this is only possible when shape information is not pres-
ent in the bit stream. When shape encoding is employed,
the decoder is susceptible to errors within the VOP
header, as it contains information about the size and spa-
tial location of the underlying shape. These values can
change from VOP 1o VOP bur are not included as redun-
dant information within the video packet header, Thus,
errors within a VOP header can result in significant cor-
ruption of the decoded frame.

Summary and Concluding Remarks

While Shannon’s separation theorem suggests that plac-
ing redundancy through channel coding is all that one
needs to do to combat transmission crrors, this is not the
case under real-time constraints, Here, one has to care-
fully allocate redundancy between source and channel
coding. Furthermore, it is possible for a well-designed
decoder to improve the picture quality even upon receiv-
ing a damaged bit stream. Finally, there are closed-loop
source coding methods that rely on feedback information
from the decoder, These methods have been shown to be
very effective, but they have a somewhat small range of
applications, as feedback channels arc unavailable in
My $Cenarios.

In this article we reviewed encoder ER mechanisms
that have already been adopted by recent coding stan-
dards, plus additional approaches that we believe are ef-
fective and practical. We also discussed decoder-based
error concealment techniques and some closed-loop
methods. By doing so, we hope to have provided an al-
most complete overview of the state-of-the-art in low la-
tency, low Dbir-rate video transmission for error prone
environments. Itis encouraging rhat the two maost recent
video coding standards, H.263 and MPEG-4, by includ-
ing a wide varicty of ER tools, can lead to acceptable
video quality even in highly crror prone environ-
ments—something older video coding standards such as
H.261 or MPEG-1 could not achieve,

This leads us to some speculations about the future of
real-time video transmission, video coding, and vidco
coding standards, Over the past ten years, the achicvable
bandwidth and QoS8 over the same type of physical net-
work have been continuously increasing, On the
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Internet, for example, new access technologies such as
ADSL allow for much higher bit rates, and the backbone
infrastructure has until now kept pace with those devel-
opments. There is no reason why this should change in
the future. Higher available bit rates and lower packet
loss rates will, in turn, result in higher picture quality. A
similar trend is observable in wircless networks, where
rechnologies that can provide higher bit rates and lower
crror rates than currently common are driven by one
killer application of such systems: Internct access.

Many rescarchers in the nerworking community there-
tore believe that the importance of error resilient source
coding will decrease in the future. Simple, trans-
port-based rechniques such as FEC or packet duplication
might be sufticient to yield quality levels that users can ac-
cept at computational demands that they are willing to
pay for. A few Internet rescarchers even suggest that
compressed video is entirely obsolete—if the bandwidrh
is available, why not use it for uncompressed video?

Higher QoS, on the other hand, will inevitably lead to
higher user demands of scrvice, which, for video applica-
tions, translates to bigger picture sizes and higher repro-
duced picture quality. For the television industry, HDTV
is one of the most important developments since the in-
troduction of color TV. Once the broad public gets used
to thart resolution and quality, the demand for good qual-
ity compressed video will be much higher than icis today.
We, therefore, believe that compressed video in general,
and crror resilient compressed video in particular, will
continue to be imporrant research topics. For
nonbroadcast type of applications through terrvestrial or
wircd channels, we might i the near future see suffi-
cicntly short round-trip delay that allow for the usc of
re-transmission protocols such as TCP. Error resilient
coding for such applications may thus become obsolete.
Any form of video broadcast applications such as digital
TV and HDTYV, as well as any transmission using satellite
links where the light speed delay makes re-transmission
unfeasible, however, will continue to rely on error resil-
ient video coding,
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