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ircless video communication has long been
a technological fantasy dating back before
Dick Tracy and the Jetsons. One of the car-
liest science-fiction novels, Ralph 124C

41+ (fone to foresee™), by
Hugo Gernsback, had a
cover depicting a spacc-age
courtship via videophone,
shown in Fig, 1 [14]. (In
tact, it was Gernsback who
designed and manufactured
the first mass-produced
two-way home radio, the
Telimeo Wireless, in 1905
[25].) While wireless specch
communication has become
a rcality, video communica-
tion still poses a number of
technological challenges.
When compared to speech
communication, the main
challenge for video commu-
nication has always been the
cnormous bandwidch re-
quirement. For instance,
broadcast (one-way) analog
television channcls in the US
are spaced by 6 MHz, com-
pared to FM radio channel
spacing, which is only 200  communication in 2660.
kHz. Por digital high-definition television (HDTV), 19.3
Mbps can be transmitted in a 6 MHz channel [11]. Even
for short-range wircless communication, c.g., Bluctooth
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[31, the high bandwidth needed for TV quality video is not
practical. For long-range, point-to-point, two-way wircless
vidco communication, it is cven less feasible 1o dedicate
TV-like bandwidth to masses of individual consamers,
Current wireless communi-
cators support voice coders
(vocoders) operating at
much lower bit rates, ¢.g., 8
to 13 kbps.

As wireless telephony be-
comes commonplace, more
and more features arce being
supported on wireless net-
works [30]. By the year 2001
[31], [8], third-generation
wireless standards will cnable
multimedia communication,
supporting outdoor bit rares
ranging from I44 to 384
kbps and indoor bir rates up
to 2 Mbps. The specification
for multimedia communica-
tion over third-generation
mobile networks is being fi-
nalized under the avspices of
the “Third-gencration part-
nership project” (3GPP) [1].
3GPP is a global initiative of
several organizations, includ-
ing the European Telecom-
munications Standards Institute (ETSI), the American
National Standards Institute (ANSI) committee T1I, the
Japanese Telecommunication Technology Committee
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{TTC), and Association of Radio Industries and Busi-
nesses (ARIB). Multimedia standards such as MPEG-4
(Motion Pictures Expert Group) [29] and H.324 [24]
have also been recently completed just as the required
processing power is becoming affordable. These stan-
dards are compatible with the 3GPP standard. A few
wireless multimedia communicators arc already available
in some markets.
As more network bandwidth becomes available, ad-

vances in digital compression technology and use of

lower-resolution video formats reduce the bandwidth re-
quirements. The small size of wircless communicators
typically limits the display size available for vidco, but
even a small display is adequate for many applications,
For instance, a sub-quarter common intermediate format
(SQCIF) display (128 x 96 pixcls) can be useful for
vidcoconferencing, surveillance, news, or entertainment.
A small format also requires less bandwidth and memory
(18 kbytes per frame for 4:2:0 SQCIF), and coding arti-
facts may be less ()l)]cmonablc, Even for small-resolution
vidco, bandwidth requirements for transmission of zaw
video data are prohibitive (about 4 Mb/s for SQCIF
video at 30 tps). Hence the video data has to be com-
pressed before it can be transmitted over wireless chan-
nels. The standard video compression algorithms [33]
{c.g., H.263, MPEQG) use motion vectors berween frames
to encode temporal redundancy, and the energy-com-
pacting discrete cosine transform (1DCT) to encode spa-
tial redundancy, tollowed by entropy encoding.
Predictive coding and variable-length code words are
used to obtain a large amount of compression. However,
anumber of issues arise as a resule of the digital compres-
sion and decompression.

Processing digital video requires a significancamount ot
memory, computation, and internal data transfet, all of

which impact the price and the battery life of a wircless
commuuicator. Furthermore, highly compressed video
may contain visible artifacts, Because compression re-
moves redundancy trom the video data, compressed dara is
more sensitive to channel interference, Predictive coding
causes crrors in the reconstructed video to propagate in
time to future frames of video, and the variable-length
code words cause the decoder to casily lose synchroniza-
tion with the encoder in the presence ot bit errors, Rapid
progress is being made in all of these arcas simultancously.
To make the compressed bitstream more robust to
channel crrors, the MPEG-4 video compression standard
incorporated several error resilience tools in its simgpile pro-

tile to enable detection, containment, and concealment of

crrors. These are powertul source-coding techniques for
combating bit errors when they occur at rates less than
10%; however, present-day wircless channels can have
much higher bit error rates (BERs), The harsh conditions
on mobile wireless channels resule from multipath fading
due to morion between the transmitter and the receiver,
and changes in the surrounding terrain, Multipath fading
manifests itself in the form of long bursts of crrors.
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Henee, some form of interleaving and channel coding is
required to improve the channel conditions. Using a
combination of source and channel coding, it is possible
to achieve acceptable visual quality over error-prone
wireless channels with MPEG-4 simple-profile video
compression. The structure of an MPEG-4 compressed
bitstream also lends itself to using unequal error progec-
tion, a form of joint source-channel coding, to ensure
fewer errors in the important portions of the bitstream.

Fig. 2 depicts wircless video communication between
two MPEG-4 terminals using an crrov-resilient H.223
multiplexer [22]. Such a system can be cost-effectively
implemented using digital signal processing (DSP) chips,
which are microprocessors that are tailored to implement
signal processing tasks efficiencly [10], [26], |27].

Features that make DSP-based platforms idcally suited
for implementing wircless video communicators include:
A Low power consumption
A Viterbi [13] aceelerators for channel coding
4 Single-cycle multiply and multiply-accumulate for fast
calenlation of transforms (DCT and inverse DCT) and
quantization
A Barrel shifters and bir-manipulation support for effi-
cient coding/decoding of variable-length codewords
A Various memory access modes for efficient motion es-
timation/compensation and dara transter

Whether alone, or in combination with specialized
coprocessors, the programmable nature of DSPs makes it
cconomical to add upgrades and new applications with
rapid time-to-market. With a programmable approach,
various algorithmic tradeotts can be made, based on pro-
cessing needs and capability. Software can otten be reused
as faster DSPs become available. Applications that re-
quire significant computation, yet must be affordable to
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A Fig. 2. Wireless video terminals can implement source coding
and channel coding on a DSP chip. The MPEG-4 video encoder
is used to compress the input video data so that it can be
transmitted over bandwidth-constrained mobile channels. The
error conditions of the mobile channel may mandate the use
of some form of channel coding to improve the channel condi-
tions. The adaptation layer of H.223 provides a standard chan-
nel-coding tool. The multiplex layer of H.223 is used to
multiplex video, audio, and data so that they can be played
out synchronously af the receiver.
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A Fig. 3. DSP architectures feature multiple functional units, muitiple buses, and multiple memory banks, to support spedialized single-cycle
instructions with simultaneous multiple memory accesses (TMS32054x example).

consumers, are good candidates for implementation on a
DST chip.

In this article, we discuss the design and implementa-
tion of wireless video communication systems on DSPs,
We will cover both the video coding and the channel cod-
ing aspects of the problem. The emphasis of the article
will be on highlighting the issues involved both from an
algorithmic standpoint as well as from a DSP standpoint.
We discuss the first DSP implementation, to the authors’
knowledge, of the MPEG-4 simple profile video stan-
dard, In the next section, we give an overview of DSPs
and highlight the salicnt features that make them espe-
cially well-suited for wireless applications. In “MPEG-4
Simple Profile Video Compression,” we describe
MPEG-4 simple profile video coding, In order to facili-
tate interoperability, it is important cthat wireless devices
use standardized compression algorithms. In “Imple-
mentation Tradeofts,” we discuss our implementation of
the MPEG-4 simple profile video codec on Texas Instru-
ments” TMS320C54x DSP and discnss the implementa-
tion issues involved. We highlight some general and
application-specific DSP instructions on the
TMS320C54x% DSP that enable us to implement the core
operations in the video coder efficiently, otten in a single
cycle, with minimal control overhead. In “Performance,”
we describe the performance of MPEG-4 video compres-
sion for a varicty of content and formats. In “Channel
Caoding and H.223” and “Unequal Error Protection,” we
give a brief description of channel coding with the H.223
standard. Then, we describe several channel coding ex-
periments using both unequal and equal error protection
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on MPEG-4 video sent through a simulated GSM chan-
nel. Unequal error protection, which ensures fewer errors
in the important portions of the MPEG-4 video
birstream, provides improved quality when compared o
equal error protection under harsh error conditions,

DSP Processors

DSP processors differ significantly from general purpose
processors, in architecture, instruction sets, power-cffi-
cieney, and cost [10}, [26], [27]. Because DSPs are used
for compute-intensive signal processing tasks, they have
spectal instruction sets, with circuitry for single-cycle exe-
cution of common signal processing primitives, such as a
multiply-accumulate (MAC). A Harvard memory archi-
tecture [ 101, [27] or variant [27 [, with multiple memory
banks and buscs, is used to access instructions and data
fast enough to sapply the processing units (sce Fig, 3).
While DSP implementarions ofter the flexibility of pro-
grammability, the capabilitics should be matched to the
needs of the consumer product, to avoid paying for un-
needed features. Therefore, manufacturers offer families
of DS chips with various contigurations of memory,
various power requitements, and various clock speeds,
These real-time processors make up the fastest grow-
ing segment of the semiconductor market, with revenuces
expected to reach $10 billion by 2001 [37]. In this highly
competitive market, new DSP chips are announced al-
most every month. It is beyond the scope of this article to
catalog all available DSP processors. Undoubtedly, new
DSP chips will be announced for third-generation wire-
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less conununication, offering low power dissipation,
high performance, and cost eftectiveness to meet the
needs of a variety of terminal and infrastructure commu-
nications equipment. Examples using the TMS320C54x,
from Texas Instruments’ low-power “C5000 family of
DSPs, are familiar to the authors and are used to illustrate
various TSP features. However, the reader 1s advised to
contact manufacturers for current, complere information
on available 13SP processors [10], [27].

Architecture

DSP architectures can be characterized broadly in terms
of data path, program control, and instrucrion sct. For
higher memory bandwidth, architectures may use multi-
ple memory banks or multiported memories. Regis-
ter-indirect addressing modes are used to avoid including
memory addresses in the instruction, which would in-
crease the code size and the number of cycles to fetch in-
structions from program memary. ISPs also support
nmemory-to-memory data transfers using dircet memory
access (DMAY. Support for zero-overhead loops and con-
ditional execution is common for pipelined architectures,
to avoid wasting clock cycles flushing data from the pro-
cessing pipeline. Typically, DSP instruction scts support
asingle-cycle multiply-accumulate (MAC) instruction, or
even multiple simultancous MACs, to implement FIR fil-
tering and corrclation efficiently. Other specialized in-
structions may be included in the instruction set. DSP
architectures are innovatively designed to maximize
throughput when processing dara for a varicty ot target
applications,

For example, the TMS8320C54x architecture reduces
Viterbi “butterfly update” [13] operations down to only
four instruction cycles for GSM channel decoding, Its
other key features include:

A Multibus architecture with one program bus, three
separate data buses, and four address buses, for efficient
data access

A A 40-Bit Arithmetic Logic Unit (ALLU) including a
40-bit barrel shifter and two independent 40-bit accumu-
lators, for single-cycle instructions with shifting

A& A 17- % 17-bit parallel multiplicr coupled to a 40-bit
dedicated adder for non-pipelined single-cycle MAC op-
eration

A An exponent encoder to compute the exponent of a
40-bitaccumulator valuc in a single cycle for data normal-
ization and bit manipulation

A Two address generators with eight auxiliary registers
and two auxiliary register arithmetic units which facilitate
multiple daca operand operations

For wircless applications, in addition to having spe-
cialized instructions, DSP architectures are further con-
strained to be size-, cost-, and power-cfticient. Although
the cost of programming a fixed-point processor is
greater than a floating-point processor, fixed-poinr pro-
cessors are exclusively used in wircless networks because
of the reduced cost, size, and power. Fixed-point settware
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development costs become negligible when economy of
scale 1s considered. 16-bit fixed-point is sufficient for
video processing on byte data, which has little need for
fractional arithmeric.

Low Power

A key limiration to wireless communications is power
consumption. In every DSP cycle, power is dissipated
charging or discharging capacitors in the circuirry. Thus,
itis important for low-power chip designers to reduce the
mmber of transistors (gate count) wherever possible. Be-
cause capacitance is proportional to the diclectric con-
stant K, DSP manufacturers are also working on finding a
lower-X marerial to replace silicon dioxide as the
ineerlayer diclectric for on-chip interconnect [19]. For
CMOS technology, power is proportional to the product
of the chip’s effective capacitance, clock frequency, and
the square of its supply voltage [P ot Cx fx V2] Thus, it
is a challenge to keep DSP power low while adding fea-
tures and inereasing clock frequency tor more processing
performance.

Low-power DSPs include 1DLE, or power-dow,
modes. Because the design of the instruction set deter-
mines how many cycles are required to perform a task, it
also itnpacts the power consumption. When a DSP task is
done more efficiently, the DSP chip can spend more time
in IDLE mode. In the IDLE modes, the DSP chip enters
a dormane state and dissipates considerably less power
than in normal operation.

At the system level, power is reduced by integrating
more functions onto a DSP chip, implementing tasks
normally handled by off-chip ASICs or microcontrollers.
The programmmable nature of the D8P makes it possible
to reload the processor code as needed, which becomes
increasingly important for multimedia applications and
multi-functional devices. This integration not only yiclds
power savings, but space savings as well,

Processing Performance

Processing performance depends on clock rate, instruc-
tion set/architecture, and memory management. On-~chip
memory provides faster access, compared to off-chip
memory, but costs more. For video applications, frames
of data are typically stored off-chip. DSP chips with
DMA support transferring blocks of data between
off-chip and on-chip memory without interfering with
processing,

The clock rate of a DSE is limited by the time constant to
charge and discharge capacitance, and the propagation time
for data to ripple through a serics of logic gates. The time
constant (along with the power dissipation) can be reduced
by using lower-K materials, as mentioned earlier, Propaga-
tion delay is reduced by having tewer gates closer together.
Closer spacing (and smaller chip size) has been achicved in
the past by shrinking the interconnect line-width, but there
can be problems with electromigration i the width becomes
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too small. Some DSI* manufacturers are investigating dif-
ferent marcettals for interconneet lines to further narrow the
line-width while avoiding clectromigration, to produce
higher clock rates [19],

A Fig. 4. The MPEG-4 simple profile includes error-resifience tools
for wireless applications. The core of the MPEG-4 simple profile
is the H.263 coder. Resynchronization markers and header ex-
tension code (HEC) provide the first level of error resilience
support. Data partitioning builds on top of resynchronization
markers fo provide added error resilience through comtainment
and localization of errors. Reversible VLCs, which can be used
only if data partitioning is used, provides the final level of error
resffience support, adding further error localization.

The most cost-effecrive solution is obtained by using a
DSP chip that best matches the needs of the system. To
support the processing and memory requirements ofa va-
riety of wircless multimedia terminals, manufacturers of-
fer multiple memory, DMA, power, and MIPS options
within a given DSP family. With a DSP timplementation,
devices can be casily upgraded, when needed, as aresult of
the programmable nature of the ISP processors and the
cade compatibility among DSPs in the same family.,

MPEG-4 Simple Profile Video Compression

The MPEG-4 simple profile standard [29] uses compres-
ston techniques similar to H.263 [23], with some addi-
tional tools for error detection and recovery. The scope of
the MPEG-4 simple profile is schematically shown in Fig,
4, Tike H.263, vidco is encoded using a hybrid block mo-
tion compensation (BMC)/discrete cosine transform
(DCTY technique, Fig, 5 illustrates a standard hybrid
BMC/DCT video coder configuration. Picturcs are
coded in cither intraframe (INTRA) or interframe
(INTER) mode, and are called I-fiames or P-fiames, re-
spectively. For intracoded [-frames, the video image is en-
coded without any relation to the previous image,
whercas for intercoded P-frames, the current image is
predicted from the previous reconstructed image using
BMC, and the ditference between the current image and
the predicted image (referred to as the residual image) is
encoded. The basic unit of information that is operated
on is called a macroblock, and is the data (both luminance
and chrominance) corresponding to a block of 16 x 16
pixels. Unlike previous MPEG video standards, there is
no required pattern of I- and P-frame coding. Individuat
macroblocks within a P-frame can be coded in INTRA

Compressed
Video Stream

A Fig. 5. A standard video coder with block motion compensation, discrete cosine transform, and variable-length coding achieves high
compression, leaving little redundancy in the bitstream. Input video macroblocks are coded in one of the two modes—inter or intra.
intercoding is typically used when there is sufficient correlation between adjacent frames and intracoding is used when there is not
much correlation. The motion-estimation block feeds the correlation information to the control biock, which then decides on the type
of coding to be used. Though not shown in the diagram, the decision fo use infracoding on error-prone channels also depends on the

channel conditions because intraceding can stop errer propagation.
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mode. AH macrablocks
must be INTRA-refreshed
periodically to avoid the ac-

Discarded Data

cumulation of numerical er-
rors, but the INTRA refresh

Video
Bitstream

can  be  implemented
asynchronously among
macroblocks.
Mortion information, in | Resyng Error
the form of motion vectors, Foint Location

1

Error
Detected

Resync
Point

is calculated for cach
macroblock in a P-frame.
Note that MPEG-4 allows
the motion vectors to have
half-pixel resolution and also
allows for four motion vectors per macroblock. De-
pending on the mode of coding used, the macroblocks of
either the image or the residual image are split into 8 x 8
blocks, which are then ransformed using the DCT. The
resulting DCT' coetlicients ave quantized, run-length en-
coded, and finally variable-length coded (VLC) before
transtission. Sinee residual image blocks often have very
few nonzero quantived DCT coefficients, this method of
coding achieves cfficient compression, Motion informa-
tion is also transmitted for the intercoded macroblocks,
Since a significant amount of correlation exists berween
neighboring macroblocks’ motion vectors, the motion
vectors are themselves predicted from alveady transmirted
motion vectors, and the motion vector prediction crror is
encoded. The motion vector prediction crror and the
mode information are also variable-length coded before
transmission to achieve efficient compression. In the de-
coder, the process described above is reversed to recon-
struct the video signal. Each video frame is also
reconstructed in the encoder, to mimic the decodet, and to
use tor motion estitmation of the next frame.

Due to the use of VLC, compressed video bitstreams
are particularly sensitive to channel crrors. In VLG, the
boundary between code words is implicit. Transmission
errors typically lead to an incorrect number of bits being
used in VLC decoding, causing loss of synchronization
with the encoder. Also, duc to VLC, the location in the
bitstrecam where the decoder detects an error is not the
same as the location where the error has actually occurred.
This is illustrated in Fig, 6. Onee an erroris detected, all the
data berween the resynchronization points are typically
discarded. The error resilience tools in the MPEG-4 simple
profile basically help in minimizing the amount of data
that has to be discarded whenever errors are detecred.

The error-resilicnce tools included in the simple protile
to increasc the error robustiness {34], [5] are:

A Resynchronization markers

A Dara partitioning

A Header extension codes (HEC)

A Reversible variable length codes (RVILC)

In addition to these tools, crror concealment [38]
should be implemented in the decoder, Also, the encoder
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A Fig. 6. At the decoder, it is usually not pessible to detect the error at the actual error occurrence lo-
cation. Errors typically occur in bursts on wireless channels, corrupting many bits when the channel
fades; hence, afl the data between the fwo resynchronization points may need to be discarded.

Quant

A Fig. 7. Resynchronization markers help in localizing the effect
of errors to an MPEG-4 video packet. The header of each video
packet contains all the necessary information to decode the
macroblock data in the packet.

can be implemented to limit error propagation using an
adaptive INTRA refresh rechnique.

Resynchronization Markers

As mentioned carlier, a video decoder rhar is decoding a
corrupted bitstream typically loses synchronization with
the encoder due to the use of variable-length codes.
MPEG-4 adopted a resynchronization strategy, proposed
by Motorola, reterred to as the “video-packet” approach,
Packetization allows the receiver to resynchronize with
the transmitter when a burst of errars (caused by fading
due to movement and changes in topology) cotrupts too
much data in an individual packet.

Avideo packet consists of a resynchronization marker, a
video-packet header, and macroblock data, as shown in
Fig. 7. The resynchronization marker is a unique code,
consisting of a sequence of vero-bits followed by a 1-bit,
which cannot be emulated by the variable length codes
used in MPEG-4. Whenever an ervor is detecred in the
bitstream, the video decoder jumps to the next
resynchronization marker to establish synchronization
with the encoder. The video-packer header contains infor-
mation that helps restart the decoding process, such as the
absolute macroblock number of the first macroblock in the
video packet and the initial quantization paramcter used to
quantize the DCT coethicients in the packet. A third field,
labeled HEC, is discussed in a later subsection. The
macroblock dara part of the video packet consists of the
motion vectors, DCT coefficients, and mode information
tor the macroblocks contained in the video packet.

The predictive encoding methods are modified so that
therc is no data dependency between the video packets of a
trame. Hach video packet can be independently decoded ir-
respective of whether the other video packets of the frame
are received correctly. A video packer always starts at a
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ractic elements that relate to
the DCT data are placed in
the texture partition, The
MM indicates to the decoder
the end of the motion infor-
marion and the beginning of
the DCT information. The
MM is a 17-bit marker
whose valucis 1 1111 0000

L

A Fig. 8. An MPEG-4 data pariitioned video packet for (a) Iframes and (b) P-frames. Data partitioning
uses additional markers (DCM and MM), and puts the most important information in the first parti-

tion of video packef, for better error concealment.

macroblock boundary. The cxact size of a video packet is
not fixed by the MPEG-4 standard (the standard does
specity the maximumssize that a video packet can be); how-
ever it is reccommended that the size of the video packets
(and hence, the spacing berween resynchronization mark-
ers) be approximately equal.

Data Partitioning .
The data partitioning mode of MPEG-4, originally pro-
posed by Texas Instruments, partitions the macroblock
data within a video packet as shown in Fig. 8, For I-frames,
the first part coneains the coding mode and six DC DCT
coetficients for cach macroblock (four for lnminance and
two for chromtnance) in the video packet, followed by a
DC marker (1DCM) to denote the end of the firse part, as
shown in Fig. 8(a). The second part contains the AC coef-
ficients. The DCM is a 19-bit marker whosce value is 110
1011 0000 0000 0001. If only the AC cocfticients are
lost, the DC values can be used to partially reconstruct the
blocks. For P-frames, the macroblock data is partitioned
inro a motion part and a texture part (DCT coefticients)
separated by a unique motion marker (MM), as shown in
Fig. 8{b). All the syntactic clements of the video packet
that are required to decode motion related information are
placed in the motion partition and all the remaining syn-

0000 0001. If only the tex-
rure information is lost, data
partitioning allows the use of
motion information to con-
ceal errors in a more effective
manner. Thus, data partitioning provides a mechanism ro
recover more data from a corrupted video packet.

The DCM and MM were designed by Texas Instru-
ments such thae the marker bit patterns cannot be emu-
lated by any combination of code words in the first
partition. For instance, the MM was computed from the
motion VLC tables using a scarch program so that it is
Hamming distance 1 from any possible valid combina-
tion of the motion VI.C table entries [35]. Note that the
DCM and MM were only computed once based on the
VLC tables, and arc fixed o the standavd.

Reversible Variable Length Codes (RVLCs}

Reversible VLCs, proposed by Toshiba, can be used with
dara partitioning o recover more DCT data from a cor-
rupted textare partition. Reversible VLCs are designed
such that they can be decoded botl in the forward and the
backward direction. MPEG-4 RVTC rables are designed
from constant haimnming-weight VI.Cs. Table 1 illustrates
the idea behind the process. The first step in the process is
the creation of a constant hamming-weight VLC. For a
hamming-weight of one, we get a constant ham-
ming-weight VLO as shown in column two of Table 1.
Note that column two alone produces an ambiguous
code book (101 could be 1,01 or 10,1). By adding a fixed

Table 1. Creation of RVLCs from Constant Hamming Weight VLCs.

Code Alphabet Constant Hemming- Weight VLC RVLC
1 L 111
2 01 1011
3 10 1101
4 001 10011
5 010 10101
6 . 100 11601
A fixed prefix (1 in this casc) and a fixed suftix (1 in this case) are added to constant-weight VI.Cs to obtain a Reversible VLC.
Decoding in both forward and backward directions can be achieved by searching for the third 1 in the RVLC codeword.
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prefix and suffix of one, we get the RVLC as given in col-
umn three of Table 1. RVILC decoding can be achieved in
both forward and backward divections by searching tor
the hamming-weight number of ones in the RVTL.C code
word (three in the case of Table 1). Note that comple-
ments of such RYVLC code words are also RVLC code
words. MPEG-4 RVI1.Cs make usc of this technique, and
also append an additional 2-bit suftix o finally form the
RVLC code. The additional suffix contains the sign bir,
and another bir thar effectively doubles the size of the
code book, vet limits the maximum code word size to 16
bits (which is good for DSP implementation). The
fixed-length suttix can also be reverse decoded. Thus, the
data in the texture partition can be parsed in either the for-
ward or backward direction.

Fig. 9 illustrates the steps involved in two-way RVLC
decoding in the presence of errors. While decoding the
bitstream in the forward diveetion, if the decoder detects
anerror it can jump to the next resynchronization marker
and start decoding the bitstecam in the backward divec-
tion until it encounters an crror. Based on the two crror
locations, the decoder can recover some of the data that
would have otherwise been discarded. Because the error
may not be detected as soon as it oceurs, the decoder may
conservatively discard additional bits around the cor-
rupted region. Note that if RVLCs were not used, mote
data in the texture part of the video packet would have to
be discarded. Thus, RV1.Cs cnable the decoder to betrer
isolate the crror location in the bitstream.

Header Extension Code (HEC)
Important information that remains constant over a video
frame, such as the spatial dimensions of the video data, the
time stamps associated with the decoding and the presen-
tation of this video data, and the type of the current frame
{(INTER-coded/INTRA-coded), are wransmirted in the
header at the beginning of the video frame data. It some of
this information is corrupted due to channel ervors, the de-
coder has no other recourse but to discard all the informa-
tion belonging to the current video frame. In order to
reduce the sensitivity of this data, a 1-bit ficld called HEC
was proposed by Matsushita and introduced in the video
packet eader. When the HEC is sct, the importanr header
information that describes the video frame is repeated in
the bits following the HEC. This

should take when an crrorv is detecred. Several
error-concealment techniques have been developed based
on temporal, spatial, or frequency-domain prediction of
the lost data [38]. The simplest form of temporal crror
concealment is to copy the lost dara from the previous
trame. Sometimes the missing motion vector can be pre-
dicted from neighboring macroblocks, or the motion vee-
tor may not have been lost it data-partiioning tools are
used. However, temporal concealment cannot be used tor
the first frame, and may yield poor results tor intracoded
macrablocks or arcas of high motion. Concealment in the
spatial domain involves more computation tor interpola-
tion. In some cascs, frequency-domain interpolation may
be more convenient, by estimating, the DO value and possi-
bly some low-order AC 1YCT coefficients.

Adaptive Intra Refresh (AIR)

AIR is a standard-compatible encoder technique for lim-
iring error propagation by using non-predictive INTRA
coding., INTRA refresh forcefully encodes some
macroblocks in INTRA mode to flush out possible er-
rors. INTRA refresh is very ceffective in stopping the
propagation of errors, but it comes at the cost of a large
overhead; coding a macroblock in INTRA mode typi-
cally requires many morve bits than coding in INTER
mode. Hence, the INTRA refresh echnique has to be
used judiciously.

AIR adaptively performs INTR A refresh based on the
motion in the scene, For arcas with low motion, simple
temporal error concealment works quite effectively. Since
the high-motion areas can propagate crrors to many
macroblocks, any persistent error in the high-motion arca
becomes very noticeable. The AIR technigue of MPEG-4
[21] INTRA refreshes the motion arcas more frequently,
thereby allowing the possibly corrupred high-motion ar-
eas to recover quickly from errors.

Implementation Tradeoffs

Careful attention to DSP implementation details iy re-
quired to fully achicve the potential gains in performance,
flexibility, and cost [ 15]. For best performance, memory
allocation, data transter, and ordering of instructions
must be matched to the DSP architecture. Some general

duplicate information can be used
to verify and correct the header in-
formation of the video frame. The
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The MPEG-4 standard does not
specity what action the decoder
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A Fig. 9. Reversible VLCs can be parsed in both the forward and backward direction, making it
possible to recover mare DCT data from a corrupted texture partition.
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Table 2. Some Single-Cycle (*) DSP Instructions Are Useful for Video Kernels ("C54x Examples).

Synteax Fxpression

Usefid for:

ABDST Xmem, Ymem

B = B+{A(32-106)]
A = (Xmem-Ymem) << 16

Motion estimation

ADD Xamewm, Yinew, dst

dst = Xmem< <16 + Ymem << 16

Maotion comp, RCT,INDCT

SURB Xmem, Yinem, dst dst = ¥mem< <16 - Ymem << 16 DCT/IDCT
MPY Xwmem, Yimens, dit dst = Xmem* Ymem, T=Xmem DOCT/IDCT
MAC Xmem, Ve, sic | dst ] dst = src + Xmem* Ymem, T=Xmem DCT/IDCT
MAS Xmem, Yinem, sve [ dst] dst = gre - Ximem*Ymeny, T=Xmem DCI/ADBCT

STH sre [, SHET), Xumem

Xmem = sre << (SHFT-16)

Half-pixel interpolation,
DCT/IDCT

EXP s

T = number of sign bits (src) - 8

VLD

(™) Single cycle counts assumes the use of dual-access RAM for dara.

issues involved in the implementation of video coding on
DSPs are:

A Memory allocation: On most DSPs, on-chip memory is
limited due to costand power constraints. 'Uhe mapping of
variables to on-chip and off-chip memory has a significant
impact on performance. On-chip memory provides faster
access rates when compared to oft-<chip memory. The
on-chip memory is used to store variables thar are accessed
frequently and repeatedly, e.g., the VILD rables, the mo-
tion vectors, the bitstream butters, bufters for storing the
inverse quantized DCT cocflicients, bufters for storing the
block of data to be used in motion compensation, and
orher intermediate variables. The reference frame and the
current decoded frame are stored oft-chip. To reduce the
amount of on-chip memory required, decoding is typically
carricd out on a macroblock basis.

A Data eransfer: Managemenr of data transfer from
off-chip to on-chip memory is another major issuc in im-
plementing video coding on DSPs. Most of the
low-power DSPs are 16-bit DSPs and rarely provide sup-
port tor byte access. Since accesses to memory outside the
chip are slower and also consume more power, it might
make sense to have the wmage data packed in external
memory with two pixels per 16-bit memory location.
However, this impacts the performance, as the pixels
have to be unpacked first before they can be used.

4 “DSP-friendly” algorithms: Video pracessing blocks
such as IDCT can be implemented in a variety of ways.
Each implementation varies in the number of operations
required, the dara flow involved, and the precision re-
quirements on the intermediate variables. Often algo-
vithms that have a regular dara flow and whosc precision
requircients on the intermediate variables martch the
word-length of the DSPs, execute faster on the DSPs. For
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example, Chen’s algorithm [7] for IDCT, which requires
16 multiplications and 26 additions, requires more DS
cycles to exccute when compared to the even/odd decom-
position algorithm presented in [32] that requires 20
multiplications and 28 additions. This is because Chen’s
algorithm requires a double-precision 16- x 32-bit multi-
plication, whereas the simpler even/odd decomposition
algorithm requires only 16- x 16-bit multiplications to
mecet the IDCT precision requirements [20]. A 16- x
16-bit multiplication can be cfficiently implemented on a
16-bit DS in one cycle, whereas a 16- X 32-bit multipli-
cation would have to be emulated using multiple cycles
on the DSP.

A Development tools: The software tools available for
fixed-point DSY code development have improved mark-
edly from just a few years ago. C compilers are becoming
more and more efficient; however, the current compiler
techinology is not intelligent enough to make use of the
DSP resources in the most efficient manner. Thus, core
kernels very often use optimized assembly library rou-
tines or must be hand-coded in assembly. Good develop-
ment tools and libraries significantly reduce the
time-to-market.

The following scctions discuss in detail some imple-
mentation issucs for implementing an MPEG-4 simple
profile video codec. The standard does not in any way
specify how the encoder should be implemented, other
than that it must create a decodable bitstream, There is
also significant latitude in some aspects of the decoder im-
plementation. We start oftwith a discussion on the imple-
mentation of some core kernels of the video codec in the
DSP assembly language to give an idea of the kind o sup-
port provided by the 128Ds for such tasks.
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implementation of Video Kernels

Each of the standard video coding blocks (see Fig. 5) con-
sists of a compute- and data-intensive kernel, In this sec-
rion, we highlight some DSP instructions that help in
implementing the kernels efficiently.

Motion Estimation

Motion estimation is catried out using block-matching
techniques. The motion vector for a macreblock is the
displacement between the macroblock being coded and
the macroblock in the previous frame thac best matches it
The matching eriterion used is the sum of absolure differ-
ences (SAD) between all the pixels of the macroblock be-
ing coded and all the pixels of the macroblock in the
previous frame. On the TMS320C54x DSP, the caleula-
tion of SAD, which is the core kernel in motion cstima-
tion, can be efficiently carried out using the ABDST
instruction (sec Table 2). An example usage of the in-
struction is

*AR4 +

ABDST *AR3+,

This instruction directs the TMS320C54x to:
A Add the absolute value of the Accumulator A to Accu-
mulator B
A Subtract the contents of the memory location puointed
to by AR3 from the contents of the memory location
pointed to by AR4 and store the result in A
A Postinerement AR3 by [ and postincrement AR4 by 1
By pointing AR3 to the macroblock being coded and
AR4 to a macroblock of the previous frame, we can loop
the ABDST instruction over all the pixels i the
macroblock and obtain the SAD in Accumulator 3 at the
end of the loop. By combining the absolute operation, dif-
ferencing between two pixels, and calculating a running
sum into a single instruction, the DSP basically exceutes
the core operation in the caleulation of SAD in one cycle
instead of the three-to-four cycles itmight take on a general
purpose processor (GPP). Also note that the address
postincrement operation, which is done in parallel while
the instruction executes automatically, readics AR3 and
AR4 to point to the next ser of pixels to be differenced.

DCT/IDCT

DCT and IDCT are carried out on blocks of 8 % § pixels.
DCT is a 2D transtorm, but since it is a separable trans-
form, the 2D transform is typically implemented using
1D transforms on rows and columns, Many fast algo-
rithms exise in the literature for implementing the
DCT/IDCT, but care imust be taken while implementing
the algorithm to verify that they meet the precision re-
quirements of the [EEE 1180 [20] standard. Tradi-
tionally, research in IDCT implementation has
concentrated on reducing the number of multiplications
involved often at the expense of a corresponding increase
in the number of additions required. Since DSPs have a
dedicated multiplier, reducing the number of multiplica-

JANUARY 2000

Traditionally, research in IDCT
implementation has concentrated
on reducing the number of
multiplications involved often at
the expense of a corresponding
increase in the number of
additions required.

tions involved 10 the algorithm is not the only consider-
ation. Regularity of the data accesses also becomes an im-
portant consideration so that address pointer
manipulations (which occur in parallel to the exccution of
instructions) supported by the DSP can be used. All the
tmplementation algorithms basically consist of the eradi-
tional signal processing blocks of multiply, multiply-ac-
cumulate/subtract, add/subtract, and shifts, all of which
can be efficiently implemented on the DSP, cach in a sin-
gle cycle. Table 2 lists the DSP instructions of
TMS320C54x that perform these operations.

Also involved with the IDCT is a saturadion/clipping
operation at the IDCT output, which clips the outpur to
bein the range [-256,255 |. By properly aligning the data,
saturation can be done automadcally whenever the IDCT
output is stored. Since saturation operations have to be
carried out on a per-pixel basis, automatic saturation be-
comes an important fearure tor the DSPs, as it nsually
takes up to cight instructions to do the same on a GPP.

Maotion Compensation/Half-Pixel interpolation

Motion compensation operations for a macroblock con-
sist of adding the reconstructed residual ervor (output of
IDCT) for the macroblock with its motion-shifted coun-
terpart in the previous frame. Motion compensation is cf-
ticiently carried ourt using the ADD instruction that allows
for parallel moves of two data operands,

Another kernel that is efficiently implemented uvsing
the ADD insrruction is half-pixel interpolarion, The basic
operation involved in half-pixel interpolation is of the
torms (a+&+1)/2 and (g+b+¢c+4+2)/4. Both of the di-
vision operatons are ineeger division operations and can
be efficiently implemented using right shifts. Shifting is
another operation that can be done in parallel with store
mstructions on the TMS320C54x (see the STH instruc-
rion in Table 2), thus saving an additional instruction
when compared to a GPP,

Variable-Length Decoding (VLD)

DCT run-fevel-last coded coefticienrs, motion vectors,
and mode information are all variable-length coded.
There are anumber of ways to implement variable-length
decoding in software [12]. Letd denote the length of the
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RVLC code words, due to their
structure, comprise a very sparse
code book that cannot be decoded
efficiently using the same table
lookup techniques that are used
for regular VLC codes.

longest code word in the discussions below. Since the
length of the code word is not known in advanee, the fast-
st way ta decode a code word is by using a 2/-clement
lookup table. 4 bits arc read from the bitsiream and are
used directly to indey into the lookup table. The output of
the lookup table consists of the decoded symbol and the
length of the code word, The bitstream pointer is ad-
vanced by the code word length, and the process is re-
peated on the remaining bits,

When 4 is on the ocder of 12 bits, as in the normal DCT
VI.C tables, the space required for the VLG lookup table
becomes prohibitive. Also, such tables are wasteful because
shorter codes have many repeated entries, e.g., withd=12,a
code of length 4 bits will have 2° repeated entrics. For most
otthe VLC codes used in the standards, there is a correlation
between the length of the code word and the number of
leading zeros in the code word. We make use of this steue-
ture in the cade to reduce the memory requirements for the
table [32], [36]. For example, the widely used Telenor
R&ID H.263 software [36] splits the 1XCT VLD tables into
three difterent VLI tables based on the number of leading
zeros, -2, 3-4, or 5-6 leading #eroes respectively.

By splitting into three classes, we require three lookuap
tables of sizes 27 cach, instead of the 2'-element lookup ta-
ble required in the direer lookup scheme, leading to a sav-
ings in memory. More memory savings are obtained by
splitting into more tables, However, the complexity in-
volved in the decoding goes up with cach additional table,
since we now must fiest find out the class to which the code
word belongs (a process which involves multple
it-then-clse compare statements to tind che number of
leading zevos) before doing a table lookup, On the
TMS320C54x, however, the caleulation of the mumber of
leading zeros in the code word is done in a single cycle us-
ing the BXP instruction (sce Table 23, leading to a very offi-
clent implementation, Since we ger the number of leading
zeros in the code word in a single eyele, we can afford ro
split the table into the maximum number possible, By do-
ing so, we save about 50% on the memory required for the
normal DCT, motion vector, and mode VI.D tables when
compared to the Telenor R& 1Y H.263 software.

Implementation of the Decoder
The MPEG-4 simple profile requires that the decoder de-
code bitstreams with any of the error-resilience tools, The
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error detection logic is not specified in the standard,
thercfore leaving the choice to the implementer. How-
ever, Anncx E of the MPEG-4 standard [29] provides a
set of guidelines. The video coder can detect errors when-
ever illegal VLC code words are encountered in the
bitstream or when decoding VLC code words leads to il-
legally decoded information (e.g., occurrence of more
than 64 DCT cocfficients for an 8 x 8 DCT block}. Error
concealment is also left to the implementer. Below are
some issues involved in implementing the error-resilicnce
features in an MPEG-4 simple profile decoder, with dis-
cussion of the tradeotts involved.

A Resynchronization markers (RS). As previously discussed,
the location in the bitstrcam where an error is detected is
generally not the location where the error actually occurred
duc to the VI.C. As a result, if an error occurs near the end
of a video packer, it might nor be detected uneil some bits

then the RS at the starr of the subsequent video packet is
not detected, and the corresponding video packet is dis-
carded even though it might have been received without
errars. This has an adverse effect on the video quality, and
may occur frequently, especially when the packet sizes arc
small. To prevene this from happening, the decoder could
check for the RS before every bit is read. An alternate ap-
proach is to parse the bitstream twice, with the tirst parse
delineating the video packet boundaries and the second
parse doing the actual decoding,. T'o support the two-patse
approach, a bitstream bufier is required to store at least one
video packet. The specification of the maximum packet
size in the profile/level definition in MPEG-4 assists in
bounding the memory requirement of this bitstream
buffer, which must be stored in on-chip memory for faster
MCMOTY ACCCSS.

A Data partitioning (DP). With DP, an additional
resynchronization poinr is added to the packer. The addi-
tional overhcad required to implement data partitioning,
when compared to the case when only RS is present, is that
the decoder has to check for the motion marker after every
motion vector has been decoded. Also, since the data for a
macroblock is split across the motion and texture part of
the video packet, the decoder can o longer do decoding
on a macroblock basis, Since a video packet can contain
data corresponding to an entire frame, encugh memory
should be reserved for storing the motion and mode infor-
mation for the entire frame. Code size and complexity also
increase for supporting data partitioning,

& Repersible variable-lengih codes (RVEC). With RVLC,
the decoder has the option ot two-way decoding DCT
data, as shown in Fig. 9, if an error occurs in that partition
of the packet. RVLC tables inerease data memory re-
quirements. RVILC code words, duc to their seructure,
comprise a very sparse code book that canmot be decoded
cfficiently using the same table lookup techniques that are
used for regular VLC codes. The MoMuSys [2] decoder
implements RVIEC decoding using a gigantic case state-
ment, resulting in large code size and slow excecution for
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the warst case, The degree £o which the decoder exploits
RVLC data is left up to the implementer; decoders need
not perform reverse decoding at all. Reverse decoding
significantly incrcases the program complexity and the
computational complexity in the presence of crrors. An-
nex I of MPEG-4 [29] gives more details on the logic
that can be used for forward and backward decoding,

A Header extension code (HEC). The header extension
code is the one-bit flag in the video packet header, which
when set to 1 indicates that additional information from
the video frame header is repeated in the video packet fol-
lowing the HEC bit. The best performance in terms of'er-
tor robustness is obtained when the HEC information is
put in cach video packet, but this increases the bits over-
head. In practice, cross-checking the FHEC information
trom all the video packers increases complexity since the
acrual decoding has to be delayed ro find ot which of the
video packets do not contain errors, based on a majority
vote. The way in which the TTEC information is used in
the decoder is left to the implementer. A simple scheme is
to use the HEC information from the second video
packer when the video frame header is corrupted.

implementation of the Encoder
The standard provides many encoding options, but does
not dictace which should be supported in the encoder,
leaving implementers free to make tradeofts between cost
and performance. Unlike the decoder, not all teatures are
required to be implemented, and error detection and cor-
rection are not needed. Sinee video is coded with respect
to the previously reconstructed frame, implementation of
the encoder includes many functions of the decoder, such
as IDCT and inverse quantization, Thercfore, the en-
coder generally requires both more memory and more
computation than the decoder.

Motion estimation is particularly expensive, in terms
of memory, data transter, and computation. The pub-
lic-domain tmn-2.0 encoder [36] veduces computation
tor Ialf-pixel motion scarch by storing the entire refer-
ence frame interpolated horizon-

minimal storage, another alternative is to store no inter-
polated data, bur instead always recompute interpolated
values when needed. Thus, there is a tradeott between the
amount ot storage and computation required for
half-pixel refinement.

Besides the memory requirement, motion estimation
requires significant compuration and data transfers. Un-
like previous standards, which typically restrice the search
window, the MPEG-4 standard supports unrestricred
motion vectors (UMV) and includes an frode for scaling
motion vectors, such that a motion vector may reference
any part of the previous frame. Performing block match-
ing against the entire previous frame significantly in-
creases the amount of computation and memory accesses
tor the encoder, although the encoder implementation is
free to scarch a smaller region, Extensive rescarch has
been performed investigating compueationally efficient
motion-cstimation algorithms |9].

Rate control is another function implemented in the
encoder, but not in the decoder. Though the compura-
tional and memory requirements may be minimal, these
algorithms may be sensitive to reduced precision with
16-bit integers,

Among the crror-resilience tools, data partitioning is
the most cumbersome to implement in the encoder, be-
cause it essentially requires writing the biestream twice.
Rather than putting all bits representing a macroblock to-
gether in the bitstream, multiple substreams are created,
which are copicd into the tinal bitstream only after
enough macroblocks have been coded o achieve the min-
imum packer size. This requires butfering of the
substrcams. Also, the byte alignment is not the same for
the substreams and the final bitstream, so copying must
be performed bit by bit,

Other crror-resilicnee tools are fairly simple to imple-
mentin the encoder, Although resynchronization markers
require keeping a count of the bits in a packer, this infor-
mation is already being collected for the purposes of rate
control; the only extra computation required is checking
the bit count after coding each macroblock. For the en-
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SLAT0 - LL010KI10B * .010110 where the crossed-out bits denote
the punctured or discarded bits.

cader, support for RVLC docs not aftecr the amount of
computation, but increases the memory requirements for
the RVLC rables. Of course, an encoder implementation
may omit any crror-resilience tools, at the expense of de-
graded quality in error-prone environments.

Performance

The computational requirements for decoding MPEG-4
simple profile video varies from 10s of ‘Ch4x MIPS to
100s of “C54x MIPS, depending on the format, frame
rate, bit rate, and content. Encoder computational com-
plexity 1s roughly twice that of the decoder for low-com-
plexity motion estimation with minimal overhead for
data transfers. We encoded over 160 bitstreams, with a
variety of tormats, frame rates, bit rates, content, and us-
ing some, all, or none of the error-resilience tools. Fig. 10
shows histograms of the number of coded MBs per
frame, and the number of nonzero cocfficients per 8 x 8
block. The shape of the distribution varies depending on
the choice of test scquences and the rate control algo-
rithm of the encoder. The wide range of values in the his-
tograms corresponds to the range of MIPS required.

As a proof of concept for wircless video, we ported a
simple-profile SQCIF encoder and decoder ro a 40 MHz
TMS320C541. About half of all cell phones currently
have a “C54xinside. To the authors’ knowledge, this is the
first DSP implementation of the MPEG-4 simple profile
standard. All etror resilience tools have been imple-
mented, With only compiled C code, the encoder can en-
code about one SQCIF frame per sccond, including
overhead for data rransfers. Encoding time with
resynchronizarion markers is similar to H.263, and en-
coding with RVLC is about the same complexity as co-
coding with data partitioning. While data partitioning
does increase encoder complexity, it is difficule to quan-
tify based on C code results, By replacing critical sections
of code with assembly routines, it is reasonable to expect
the performance to improve. The decoder can decode
about 20 SQCIF frames per sccond for a ralking-head se-
quence without reverse decoding of RVILC codes. Re-
verse decoding for error recovery will slow decoder
exceution, but is not required. More powerful DSPs are
available and are required for implementing both the cu-
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coder and decoder, or to support the common intermedi-
ate format (CIF) (352 x 288 pixels) or quarter CIF
{QCIF) {176 x 144 pixels) and higher frame rates. Addi-
tional performance gains can be achieved with
coprocessors, more etficient data transfer (e.g., DMA),
and hand-coded assembly.

Inaddition to porting the code to a DSP, ETST library
routines were used to measure the decoding complexity
for the 160+ bitstreams. SQCIF sequences were created
by cropping QCIF sequences. Because this usually elimi-
mated static background blocks for the most part, the
same bit rate was used for encoding SQCIF and QCIH
versions. The peak signal-to-noise ratio (PSNR) statistics
were actually higher for low-motion QCIF sequences,
compared to the SQCIF cquivalent, but this 1s misleading
because the higher PSNR was due to more background
blocks. In high-motion sequences, the PSNR statistics
were higher for the SQCIF sequences, as would be ex-
pected, given the same bit rate for a smaller formar. Tle-
coding SQCIF requires fewer MIPS than QCIF
(between 15% and 50% less), and about half as much
memory. The SQCIF format was found to be almost as
uscful as QCIF for low-motion sequences.

Higher bit rates were required to maintain acceptable
quality for sequences in CIF formar. QCIF sequences
were created by downsampling CIF data. This resulted in
more spatial detail per QCTF macroblock, and more non-
zero DCT coefficients. Also, because the QCIF format
has fewer motion vectors per frame than CIF, moton
compensation is not as effective in representing frame dit-
ferences, Thus, complexity does not scale lincarty with the
number of macroblocks.

QCIF and CI¥ seqiences were encoded at both 10 and
15 trames per sccond. Most sequences could be coded ar
the same bit rate for cither frame rate, with PSNR drop-
ping less than 1 dB at che higher frame rate. However, for
one sequence with sign language, the PSNR was actually
higher at 15 fps, presumably because motion compensa-
tion was more effective at a higher frame rate, The MIPS
requirement for 15 fps increased 15% to 50% over the
MIPS required for 10 fps.

The bitstrcams with error-resilicnce options incurred
only a slight PSNR. penalty. The MIPS requirement for
parsing increased somewhat (up to 30%), but cycles for
IDCT actually decreased, possibly reflecting that fewer
birs were used for DCT coefficients as more bits were
used for markers,

Channel Coding and H.223

Alrhough the wircless network internally provides some
level of channel coding, this may not be adequate to en-
sure good quality of video bitstreams. Because encoded
video bitstreams are particularly sensitive to crrors, and
video decoders cannor tolerate the delay for retransmis-
sion of corrupted data, it may be necessary to increase the
redundancy in the bitstrecam using channel coding. Er-
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rot-correction techniques, such as forward error
correction {(FEC) [28], can be used to reduce the
number of crrors in the bitstream at the cost of in-
creased overhead. One method ot channel coding is

FEC Coded H.223} +"" - “Payload (Mulfinlexed FEC - 1.
Packet Header | = toded Video, Audio;and Data) -~

convolutional encoding, where, in general, the in-
put bit sequence is convolved with # generator
tunctions to produce a rate-4 code, i.c., for every £
source bits, there are z output bits with £ <n. Fig.
11 shows a rate-X coder. The added redundancy is
used ar the decoder to detect and covreet a certain
number of crrors. Virerbi decoding, a maximum
a-posteriori decoding method, can be used to decode
convolutional codes. A rate-£ coder can be achicved by
puncturing, or discarding, the ourput bits from a rate-
code. For every & input bits to the rate-L coder, (# xa—5)
of these bits are discarded. The remaining & bits are sent as
the channel coded signal. Using puncrured coding, many
different rates can be achieved using the same gencrator
functiops, so the program complexity of the channel
coder does not increase as the rates are changed.
Rate-compatible punctured convolutional (RCPC) [16]
encoding is a special type of puncturing where higher rate
codes are subsets of lower rate codes. Various optimal
puncturing tables have been created for different rate-L
codes [16].

As part of the H.223 multiplex standard [22], an adap-
tation layer may be used to provide additional protection
from channel errors, beyond the level of service available
from the network provider. The adaptation layer of the
H.223 standard provides support tor FEC using RCPC
encoding of the data (H.223 uses a different kind of
convolutional code than the one shown in Fig, 11), The
amount of protection can be sct based on the channel con-
ditions and the amount ot allowed overhead to bring the
aggregare bir error rate down to a level at which the
MPEG-4 crror resilience tools can be effective and pro-
vide acceprable quality at the decoder.

The FEC coded video data from the adapration layer are
sent to the multiplex layer, as shown in Fig. 2. The multi-
plex layer performs multiplexing of the video, audio, and
data strcams. In addition, the multiplex layer adds a
resynchronization flag and a header to the multiplexed
data (the payload). This flag is chosen so that it has good
auto-correlation properties and has low cross-correlation
with the data in the payload. Derection of the
resynchronization flag is done at the H.223 decoder using
correlation and thresholding, This allows a high degree of
detection and a low degree of false detection in the pres-
ence of channel crrors, The header added by the H.223
multiplex layer contains the length of the payload and a
code into a multiplex table, which tells the decoder how to
demultiplex the video, audio, and data. This header is pro-
tected using an extended Golay error correction code. Fig,
12 shows the structure of an H.223 packer.

The H.223 packets are sent over a wircless channel,
such as a GSM or DECT (Digital European Cordless
Telecommunications) channel, These are band-
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A Fig. 12. H.223, a multiplexing protocol for fow-bit-rate multimedia com-
munication, supports channel coding in the adaptation layer, before
video, audio, and data streams are multiplexed to form the payload of
an H.223 packet. A synchronization flag and packet header further pro-
tect the packet against channel errors.

Rate-rt Rate-r2 Rate-r3

< L e >
: “Motion/Maoda-:;
Header. . Hinformatlon

A Fig. 13. Unequal error protection applied to an MPEG-4 packet.
Rate-r1 is less than rate-r2, which is less than rate-r3 in order
fo provide the most protection to the header, the next level of
protection to the motion information, and the least protection
to the fexture information. This assures that fewer errors wilf
corrupt the important sections of the video packet.

width-constrained, crror-prone channels. At the receiver,
the (possibly corrupted) packets are demultiplexed and
FEC decoded using the multiplex and adapration layers
of H.223, respectively. The FEC decoding is performed
using a maximum a-posteriori Viterbi decoder. The
‘C54x family of chips has an integrated “Viterbi accelera-
tor,” a dedicated instruction set which can efficiently per-
torm this computationally intensive operation [ 18]
The error-corrected video bitstream is sent to the source
decoder. Since the bitstream may contain some residual er-
rors, the video decoder must be error-robust. The video
decoder implementation must detect crrors, recover as
quickly as possible, and perform error concealment.

Unequal Error Protection

The amount of channel coding added to the data depends
on the bandwidth requirements of the channel and the ex-
pected amount of distortion, It too much error protee-
ton is added to the data, it is a waste of bandwidth that
could be spent on representing the data itself. If too licele
crror protection is added to the data, the corruption
might render the data completely unusable, Thus, there is
a tradeoft berween the amount of bandwidth that is aflo-
cated to the data and the amount that is allocated to the
error protection, When data is compressed, it is very sen-
sitive to errors; since cach bit contains a large amount of
information, it is especially important to protect highly
compressed data. The structure of MPEG-4 compressed
video can be exploited using unequal crror protection to
achieve the highest quality reconstructed video for a fixed
channel-coding overhead cost. When using unequal error
protection, the header gets the most protection since it
contains the most important bits of the video packet. The
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Multimedia communication
requires significantly more
bandwidth than speech alone,
but third-generation wireless
standards, combined with new
video compression standards
such as MPEG-4, will provide
sufficient bandwidth to support
many types of video applications.

motion bits would get the next highest level of protee-
tion, and the texture bits would receive the lowest level of
protection, since withour the rexture information, the de-
coder can still perform motion-compensated conceal-
ment without too much degradation of the reconstructed
picture. Using this system, the crrors arc less likely to oc-
cur in the important sections of the video packet. Fig. 13
shows an example of unequal crror protection with an
MPEG-4 video packet.

Experimental Setup

To test the use of unequal error protection, we ran several
experiments using the sequences “Akiyo” and “Mother &
Daughter” at both CIF and QCIF resobution. The
quantization parameter was chosen so that the source
coding output was approximately 48 kbps at 7.5 fps for
the CIF images and 24 kbps at 10 fps for the QCIF im-

10° T
107—1 L
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e
@
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8 1%
-— No Channel Cading
— Const-7A10
1074 — 3/5,2/3,3/4 E
107 L
102 104

Uncoded BER

A Fig. 14. The total number of etrors remaining in the bitstrearns
after channel coding versus the number of errors on the raw
channel for unequal error protection with rates-%, 2, and 2 applied
to header, motion, and texturs, respectively, and equal error
protection with rate-Z applied to each section of the video packet.
These channel coding rates are effective in reducing the number
of errors when the raw channel BER is less than 6%. For higher

channel BERs, more powerful codes would be required.
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ages, Each reconstructed sequence contained 10 seconds
of video.

The sequences were coded using all the MPEG-4 er-
ror-resilicnce tools. The compressed bitstreams were then
channel-coded using convolutional encoding of the dara
with cither equal error protection (EEP) using a fixed rate-
Z code or uncqual error protection (UEP) using a rate-2
code for the header segment, a rate-2 code tor the motion
segment, and a rate-3 code for the texture segment. These
EET and UEP rates, chosen because they both give ap-
proximately the same amount of FEC overhead, were ob-
tained by puncturing the outpur ot the rate-1 coder shown
in Fig. 11. The FEC-coded sequences were sent through a
muldplexer, and the ourput packets from the multiplexer
were sent through a GSM channel simulator. This simula-
tor is based on a complex model of a GSM channel that has
been fitted with data taken from a real GSM channel to get
an accurate account of the errors found on this channel.
The GSM channel simulator simulates a bursty channel
caused by multipath fading when the transmitter is travel-
ling at 3 kim/hour. The received signal is quantized to eight
bits; it is, therefore, in the range [-127,127], where the
sign of the received signal represents the received bit and
the magnitude represents the retiability, The reliability in-
formation is utilized by performing soft-input Viterbi de-
coding [13] (where the values range between [-127,127]),
which improves the error-correction capabilities of the
channel decoder compared with hard input decoding
{where the values are quantized to asingle bit, cither Oor 1,
without regard to context).

Fach FEC-coded bitstream was subjected to six ditter-
ent GSM channel conditions ranging from 0.3% to 12%
BER {corresponding to a carrier-to-interference ratio of
beeween 19 dB and 4 dB) in 50 difterent trials per channel
condition. The corrupted received bitstreams were chan-
nel-decoded and the cerror-corrected bitstreams were
source-decoded to find the quality (average PSNR) of the
reconstructed video, For cach of these trials, the first
frame was transmitted without corruption. Since video
coding heavily utilizes temporal compression, it is impor-
tant that an initial frame be received error-free so that sub-
sequent frames can be properly decoded. It is reasonable
to assume that the first frame can tolerate some delay for
retransmissions in order to casure it is received error-free,
as this will substantially improve the quality of the re-
maining session,

Results

In order to compare the different methods of adding
channel coding to the compressed video, the results from
the 50 crials at a given GSM channel crror rate were aver-
aged for both sequences, Fig. 14 shows the average BER
that remains after channel decoding for cach of the GSM
channel BER conditions. For unequal error protection,
this plot shows the total number of errors in the FEC de-
coded bitstream divided by the total number of bits. Since
the different sections of the video packet were protected
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using different rage channel coders, the distribution of er-
rors will not be uniform throughout the packer. Tn partie-
ular, the header will have fewer crrors than what is
depicred in this graph, while the texture information will
have more errors than what is shown here.

Channel coding reduces the effective BER scen by the
video decoder by over an order of magnitude for most of
the raw channel conditions. However, the convolutional
codes break down when the channel ercor rate is too high.
Thus, for the GSM channels with a BER around 10%, the
channel coding actually increases the eftective BER seen
by the decoder. Under such harsh conditions, the channel
coder would need to use more powertul codes to reduce
the BER. However, for the remainder of the GSM chan-
nel conditions, the FEC codes reduce the effective BER.
This brings the number of bit errors remaining in the
bitstream that is sent to the MPEG-4 decoder to a level ac
which the erroy resilience tools can work.

Fig, 15 shows a comparison of the average PSNR val-
ues obtained for fixed coding and unequal error protee-
tion. These plots show that unequal error protection
produces the highest average PSNR for the recon-
structed video for both CIF and QCIF images at high
channcl error rates. Since both coding methods require
the same amount of FREC overhead, this improvement
(as much as 1 dB) does not require additional band-
width, Tnaddition, for the error conditions shown here,
the fixed rate-% coder actually produces fewer errors in
the channel decoded bitstream than the UEP coder (as
shown in Fig. 14), yet it still produces lower quality re-
constructed video. This is because the errors are spread
evenly chroughout the different portions of the video
packer. Conversely, the unequal error protection coder
miay leave more errors in the channel decoded bitstream,
but these errors are in less important portions of che
video packet.

Fig. 16 shows a reconstructed frame of “Akiyo”™ when
there are no channel errors and when the GSM channel
crror rate is 4%, and the video is protected uvsing EED
with a rate-Jj; coder and UEP with a rate-(1,5,$) coder.
These images also show the advantage of using unequal
crror protection when the channel error rage is high,

Rather than using the extra bandwidth for channel
cading, it might be bencficial to spend these bits on
torced intra-MB updates. These intra-MBs would stop er-
ror propagation and henee, improve reconstructed video
quality. In order to test the cffectiveness of using
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A Fig. 15. UEP improves average PSNR by as much as 1 dB,
compared to EEP, when channel conditions are harsh. Results are
for MPEG-4 video compressed with alf the MPEG-4 error resilience
tools. (a} CiF images. (b} QCIF images. These plots also show that
it is much beiter to use a fixed overhead for channel coding
rather than forced intra-MB updates at these channel error rates.

A Fig. 16, A frame of “Akiyo” visually shows the benefit of UEP, compared to EEP, when transmitting video over a simulated GSM

channel with 49 BER. This figure shows the reconstructed frame with (a) no channel errors, (b) EEP coding and (¢} UEP coding.
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intra-MBs, the video sequences were compressed  with
enough forced intra-MBs cach frame to increase the
source-coded bir rate 1o equal thar of the FEC-coded
bitsticam when no extra intra-MBs are used. The results of
this experiment are shown in Fig. 15, labeled “No Coding
(Intra Refresh Only).” These plots show that it i3 much
better to use the overhead for channel coding than forced
intra-MBs at these high channel error rates, Using the over-
head for intra-MB refresh increases the number of source
bits that arc corrupted due to channel errors, causing the re-
constructed quality to be poor. As the channel error rates
decrease below the levels tested here, it would probably be
advantageous to reduce the number of bits spent on channcl
coding and increase the number of forced intra-MBs per
frame to get the optimal reconstructed video quality.

A Total Solution

This article describes the error-resilience tools, channel
coding, and processor capabilitics for wireless video com-
munication. Multimedia comtnunicarion requires signifi-
cantly more bandwidth than speech alone, but
third-gencration wircless standards, combined with new
video compression standards such as MPEG-4, will pro-
vide sufficient bandwidth to support many types of video
applications, Processing digital video requires a signifi-
cant amount of memory, computation, and internal data
rransfer, yet even a 40-MIDS low-power ISP is capable
of decoding reduced-resolution video. While faster DSIs
will enable higher-resolution video applications, consum-
crs should not expect TV quality. Compressed video is
particularly sensitive to bitstream etrors, and requires use
of additional source- and/or channel-coding tools for ro-
bust transmission over wireless channels, The MPEG-4
video standard includes several source-coding tools that
enable faster recovery and better localization of bitstream
errors, The MPEG-4 video syntax also lends itself to us-
ing uncqual error protection. Significant progress in the
arcas of antenna, rceciver, modulator, and power-supply
design is also being made, but that is beyond the scope of
this article. At last, wireless video communication is be-
coming technologically feasible,

Some questions still remain. What are the qual-
ity-price combinations that consumers will buy? Wili
consumers be willing to pay for the bandwidth for video?
What video applications will be in the highest demand
{c.g., vidcophone, web browsing)? How profitable will
video capability be for network providers and manufac-
turers of wireless communicators? The answers to these
questions are unknown, What is certain is that whenever
and wherever the market conditions are right, multime-
dia capability will enable a host of new wircless products.
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