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irclcss video coinimiiiiCatioii lias long been 
a technological f a i i t q  dating back bcforc 
Dick Tracy and tlic Jctsons. OK ofthc car- 
licst science-fiction novels, Ibzlpb 124C 

(31, tlic high handwidth nccdcd for T V  qriality video is not 
practical. For long-range, point-to-point, two-way wireless 
video coinmiinic~ition, it is cvcii less fcasiblc to dcdicatc 
TV-like bandwidth to masses of iiidividual coiisu~ncrs. 

41 + (“onc to forcscc”), by 
Hugo Gcrnsback, had a 
cover depicting a space-age 
courtship via vidcoplione, 
shown i i i  Fig. 1 1141. (In 
hct, it was Gcriisbacli who 
designed and matiufxcturcd 
t h e  first mass-produced 
two-way home radio, the 
Tcliinco Wireless, i i i  1905 
(251.) TiVhilc wireless speech 
coininunicatioii lias bccoinc 
a reality, video coiniiiuiiica- 
cion still poses a number of 
tccliiiological challcngcs. 

When compared to speech 
communication, the main 
challenge for video coiiiiiiii- 

nication has always been tlic 
ciioriiioiis bandwidth rc- 
quircmcnt.  For instance, 
broadcast (one-way) analog 
tclcvisioti chaiincls in the US 

pared to FM radio clianiicl 
spacing, wliich is only 200 
ItHz. Fix digital high-dctiniti< 
Mbps can be trailsinitred io a 
for short-range wireless coin! 

arc sp”ccd by 6 M H L ,  com- 
A fig. 1. Jhis Frank R. Paul illustrotion, circa 191 I ,  depicts video 

communication in 2660. 

)II television (I-LUTV), 19.3 iiiiiiiiCatintis Standards In 
6 MHz clianncl [ l l ] .  Even National Stand:irds Tnstitti 
iiunication, c.g., I3luctooth Japanese Tclccommunicai 

Current wireless communi- 
cators support voice coders 
(vocoders) operating a t  
iiincli Iowcr bit pates, e.g., X 
to 13 ltbps. 

A s  wireless tclcpliony hc- 
conics commonplace, more 
and iiiorc features arc being 
suppwtcd on wireless net- 
works [30]. Hp the year 2001 
13 I], 181, third-gcncratinn 
wirclcss standards will cnablc 
miiltimcdia coiiiinuiiicatioii, 
supporting outdoor bit ratcs 
raiiging froin 144 to 3x4 
libps and indoor bit ratcs tip 

to 2 Mbps. Thc specification 
for nitiltimcdia comiiiunica- 
tion over third-gcncration 
iiiohilc network? is being fi- 
iializcd under the auspices of 
tlic “Third-gciieratioii part- 
nership project” (3GI’P) [l]. 
3C;Pl’ is a global initiative of 
several organizations, includ- 
ing the Etiropcaii ’Tclcconi- 

ititotc (ETSI), the American 
tc (ANS1) committee TI, tlic 
:ion Technology Ciminittce 
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(TTC), and Association of Radio Industrics and Rusi- 
ncsscs (ARIR).  Multinicdia standards s i i c l i  as MPEC-4 
(Motion Pictures Expert Group) [29] and N.324 [24] 
have also hccii rcccntly completed just as tlic required 
pr~iccssing power is hcconiing afhrdablc.  l’hcsc staii- 
dards arc coinpatible witli tlic 3C;Pl’ standard. A few 
wireless multimedia coni~nt i i i i~ator~ arc alrcady :ivailablc 
i n  sonic marlcts. 

As niorc network lmidwidth bccoiiics availahlc, ad- 
Vanccs in digital compression technology and iisc of 
I(,wcr-rcsoltitii)ii video fornuts rcdncc tlic bandwidth rc- 
qiiircmcnts. The small size of wireless c~,miiiuiiic.itors 
typically limits the display size availahlc fbr video, htit 
even a s n d l  display is adcqoatc for many applications. 
For iiisfancc, a suh-quarter coiiinioii intcrmcdiatc format 
(SQCIF) display (128 x 96 pixcls) can bc iiscfiil fix 
vidcocoiifcrencing, sutveillancc, news, or cntcrtaitinicnt. 
A small forlilac also rccpircs less bandwidth and iiiciiiory 
(18 kbytcs per frame for 4:2:0 SQCIF), and coding arti- 

video, band\vidth rcquircmcnts for transmission of mmv 
video data arc prohibitive (ahoiit 4 Mb/s fix S Q C X  
video at 30 fps). Hcncc tlic video data llas to he coni- 
prcsscd bcforr it can be transmittcd over wirclcss c l ~ i -  
ncls. The standard video coniprcssion algorithms [33j 
(e.g., H.263, IMI’EC;) iisc motion vectors bctwccn framcs 
to cncodc tciiipotal rcdundancy, iind tlic cncrgy-coni- 
pacting discrete cosine transform (IICT) to ciicodc spa- 
tial rcdundancy, followcd hy entropy encoding. 
Predictive coding and variable-length cndc w( i rds  arc 
tiscd to obtain a large amniint ofcoinpi 
a numbcr ofissucs arisc as a result ofthc digital comprcs- 
sion and dccomprcssion. 

Processing digital video requires a significant r u i i o n n t  nf 
iiicmnry, computation, and iiitcriial data transfcr, all cif 
wliich iiiipact tlie price and the battery life of a wirclcss 
coiiiiiinnicator. Furthcsiiiorc, highly comprcsscd video 
may contain visihlc artifkts. I3ccausc coniprcssion rc- 
~iiovcs red  uiidancy the video data, compressed data is 
niorc sensitive to channcl intcrfcrcncc. Predictive coding 
c u s c s  errors in the reconstructed video to propigatc in 
time to fiihirc f iamcs of video, and the variiiblc-lcngth 
cock words cause the decoder to c.isily lose synclironiza- 
tion with the cncndcr in tlic presence nf bit ci-rors. Rapid 
progrcss is hciiig made i n  all oftlicsc arcas simiiltanc~~iisly. 

To m a l e  tlic compressed bitstream inwe rohust to 
channel errors, the iMl’EG-4 video coniprcssion standard 
incorporatcd several error resilience tools in itsrimplc pro- 
file to cnahlc detection, coiitaiiiiiiciit, and conccalnicnt of 
errors. Thcsc are powerful source-coiling tcchniqucs for 
combating bit errors when they occur at satcs less than 

however, present-dxy wirclcss channels can have 
much higher hit error rates (BERsj. The harsh conditions 
on niohile wireless channcls result from multipath fading 
due to motion between the transmitter and tlic receiver, 
and changes in the surrounding terrain. Multipitli fading 
tnanifcsts itself in  tlic form of long bursts of errors. 

f . .  acts may bc less ohjcctionablc. k;vcii for small-rcsr~lutioii 

Hcncc, son ic  form cif intcrlcaving and clianncl coding is 
required to improve tlic chaniicl conditioiis. Using a 
coinbination nfsonrcc and channcl coding, it is possible 
to  achieve acccptahlc visual quality over error-prone 
wireless cll.inncls with MPEG-4 simple-pnifilc video 
compression. The sti-ticturc of a n  MPEG-4 coinpresscc1 
bitstream also lends itself to using tincqual error protcc- 
tion, a h r m  of joint sourcc-cl~anncl coding, to riisurc 
fewer errors in tlie important pnrtions oftlic bitstrcani. 

Fig. 2 depicts wireless video communication bctwccn 
two iMl’EG-4 tcrminak using an error-rcsilicnt H.223 
multiplcrcr 1221. Such a system can be cost-cfFcctivcly 
iiiiplcnientcd using digital signal prncessing ( I X P )  chips, 
which arc niicropr~~ccssors that arc tailored to implcincnt 
signal processing tasks cffcicntly [IO], [26], 1271. 

Fcatiircs tllat make DSP-based platforms idcally suited 
for iniplcmcnting wirclcss vidco coinmi iiicators include: 
A Low power cotistiniption 
A Vitcrbi [I31 accelerators for channcl coding 
A Single-cycle mnltiplg and iiitiltiplp-accumiilatc for fist 
calculatinii of transform ( IXT and iiivcrsc DCTj and 
11 tiantizition 
A lhrrcl shiftcrs and bit-~naiiipulatioii support for cffi- 
ciciit coding/cidccoding of variahlc-length codcwords 
A Various nicmory access modcs fix efficient motion es- 
tiiiiati~~ii/coiiipciisati~~ii and data transfer 

Whether akinc, or i n  conibination with spccializcd 
coproccssors, tlic pr~igrammahle ixitiirc of DSl’s makes it 
ccnnoniical to add npgrxlcs and iicw applications with 
rapid tinic-to-markct. With a programniahlc a p p r o ~ l i ,  
varinus algorithmic tr.idcotXq can be made, based on pro- 
ccssing nccds and capibility. Software can nftcii bc rcuscd 
as faster DSl’s become available. Applications that rc- 
quire significant comput,ition, pet iiinst be atfi~rdablc to 

A Fig. 2. Wireless video terminals can implement source coding 
and channel coding on a DSP chip. The MPEG-4 video encoder 
is used to compress the input video data so that it can be 
transmitted over bandwidth-constrained mobile channels. The 
error conditions of the mobile channel may mandate the use 
of some form of channel coding to improve the channel condi- 
tions. The adaptation layer of H.223 provides a standard chan- 
nel-coding tool. The multiplex layer of H.223 is used to 
multiplex video, audio, and data sa that they can be played 
out synchronously at the receiver. 
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A Fig. 3. DSP architectures feature multiple functional units, multiple buses, and multiple memory bonks, to support specialized single-cycle 
instructions with simultaneous multiple memory accesses (TMS32054x example). 

coiisnnicrs, arc good candidates for itnplcmcntation on a 
1X1’ chip. 

In this articlc, we discuss thc design and iniplenicnta- 
tion of wireless video communication systems on DSPs. 
Wc will cover both thc video coding and the channcl cod- 
ing asprcts of t l ie prohlcin. The emphasis of thc articlc 
will bc on highlighting tlic issiies involvcd both from a n  
algorithmic standpoint as well as from a 1XP standpoint. 
We discuss thc first 1XP itnplcnientation, to the anthors’ 
knowlcdge, of the MPEG-4 siniplc profile video stail- 
dard. In tlie next section, we givc an ovcrvicw of LXPs 
and  liighlight the salient fcatures that makc thcm cspc- 
cially well-suited for wireless applications. In “Ml’EG4 
Simple Protilc Vidco Compression,” wc describe 
Ml’F.C;-4 simplc priifilc vidco coding. lo (irclcr to facili- 
tatc intcropcrability, it is important that wireless deviccs 
me standardized coinprcssion algorithms. In “Iniplc- 
mentation TradcofEq,” TVC discuss our implcmentation of 
the MPEG-4 simplc profilc video codcc on Texas lnstrii- 
inents’ TMS32OC54x DSP and discuss the implcnicnta- 
tion issues involved. We highlight some general and 
applicati i , i i-sprcific DS1’ in s t ruc t ions  o n  t h e  
TMS320C54x DSP that cnahlc 11s to impleiiicnt the core 
opcratiiiiis in the vidco coder efficicntlp, often in a single 
cycle, with minimal control ovcrhcad. In “l’erformancc,” 
wc dcscribc thc pcrforniancc ofM1’EG-4 vidco ctiniprrs- 
sion for a varicty of content and formats. In “Channel 
Coding and H.223” and “Uncqnal Error l’rotcction,” wc 
givc a brief dcscription of clianncl coding with thr H.223 
standard. Then, we dcscribr several clianiicl coding ex- 
prriinciits using both uncqnal and equal error protection 

on MPEG-4 vidco sent through a siiiiulated GSM c h i -  
ncl. Uncqnal crror protection, which cnsnrcs fewer errors 
in the important portions of the MPEG-4 vidco 
bitstrcam, prc)vidcs iniprovcd qiiality when compared to 
cqtial error protection uiidcr hai-sh error conditions. 

DSP Processors 
DSP processors diffct significantly from gcncral piirposc 
processors, iti architcctnrc, instruction sets, power-c&- 
cicncy, and cost [ lo] ,  [26], 1271. Because USPs arc used 
for c[iiiipiitc-iiitensivcisivc signal proccssing tasks, they havc 
special itistriiction sets, with circuitry for single-cyclc cxe- 
cution of common signal processing primitives, such as a 
iiioltiplp-acctiin~ilatc (MAC). A Haward i i icniory arch-  
tcctiirc [ 101, 1271 or variant [27], with ninltiplc nicniorp 
banks and buses, is used to access instructi~ins and data 
fast cnough to supply the proccssing niiits (sec Fig. 3) .  
While DSP iinplciiicntations offer the flexibility of prm 
grammability, the capabilitics should be matchcd to the 
nccds of the consnnicr product, to avoid paying for mi- 
nccdcd fcaturcs. Thcrcforc, inannfacturcrs offer families 
of DSP chips with various configurations of memory, 
varions power requireinclits, and various clock speeds. 

Tlicsc rcal-time processors tnakc up the fastest grow- 
ing segincnt of the seiiiicotiductor market, with rcvcnncs 
cxpectcd to rcach $10 billion by 2001 [37 1. In this highly 
conipctitivc market, iicw DSl’ chips are announced al- 
most evcry month. It is bcpond the scope oftliis articlc to 
catalog all available 1)SP proccssors. Undonbtcdlp, iicw 
DSP chips will bc announced for third-gcncratioii wirc- 
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less communicatioii, oficring low power dissipation, 
high pcrformancc, and cost effectiveness to nicct the 
iiccds of a variety of terminal and infixstructure colilmu- 
nicitions ccluipmcnt. Exaniplcs using the TAilS32OC54x, 
from Texas Instruments’ low-power ‘C5000 fimily of 
l)SPs, arc familiar to tlic autlims and arc tiscd to illustrate 
vai-iotis 1XI’ features. However, t l ic rcader is advised to 
contact manuk“rcrs fix ctirrciit, complete information 
on available DS1’ proccssm [lo], 1271. 

Architecture 
DSP arcbitccturcs can be chal.actcrizcd hroadly i n  terms 
of data path, program control, and instruction set. For 
higher memory bandwidth, architectures m i y  use multi- 
ple memory hanks or multiportccl iiicinusics. Rcgis- 

t addressing iiiodcs arc used to avoid including 
iiicmory addresses in the instruction, which would in- 
crcasc the code s i x  and the tinnibcr nfcyclcs to fetch in- 
structions ti“ program memory. IXPs  a l s o  support 
iiicinory-to-meniory data transfers using direct mcniory 
:icccss (DMA). Support for zero-ovcrhcad loops and coil- 
ditiimal execution is coninioii fix pipeliilcd architccttlrcs, 
to avoid wasting clock cycles flushing data fi.o~u the pro- 
cessing pipeline. Typically, 1)Sl’ instrtiction sets support 
a siiiglc-cyclc mtilti~-’lp-accuiniilatc (MAC) instruction, or 
even multiplc siiiitiltaiicoiis MACS, to implcmcnt FIR fil- 
tcring and zorrclation ctficicntly. Other specialized in- 
structioiis iilap he includcd in tlic instrtlction set. 1)SI’ 
architectures arc inn tivcly designed to maximize 
throughput wlicn p r o  iiig data for a variety of target 
applications. 

For cxamplc, the TMS320C54x architecture reduces 
Vitcrbi “butterfly update” 1131 i)pcrarions down to only 
four instruction cycles for GSM channcl ciccaiding. Its 
other key features inclndc: 
A Multibus architecture with otic program bus, three 
separate data buses, and four address buses, h r  ctficicnt 
data access 
A A 40-Bit Arithmetic Logic Unit (A1,U) including a 
40-bit barrel shifter and two indcpcndcnt 40-bit iacctmiti- 
lators, h r  single-cycle instructions with shifting 
A A 17- x 17-hit parallcl niultiplicr coupled to a 40-bit 
dcdicatcd adder fix noli-pipclincd single-cycle MAC q -  
cration 
A An exponent encoder to comptltc the exponent of a 
40-bit accumulatix value in a single cycle for  data normal- 
ization and bit iilanipulatioii 
A Two address generators with eight auxiliary registers 
and two auxiliary register arithmetic units c\.liich facilitate 
multiplc data opcrmd opesations 

For wirclcss applications, in addition to having spc- 
cializcd instructions, DSI’ architectures arc fiirthcr coli- 
strained to be size-, cost-, and power-efficient. Althongh 
the cost of programining a fixed-point processor is 
grcater t l iati a floating-point pro 01-, fixed-point pro- 
cessors arc cxcliisivclp used in wirclcss networks hecausc 
(ifthe reduced cost, size, and power. t.’ixcd-point software 

dcvclopmcnt costs become negligible when ecomimy of 
scalc is considered. 16-bit fixed-point is sufficient for 
video processing on byte data, which has littlc nccd for 
fixtional arithmctic. 

Low Power 
A lccp limitation to wireless cotiiiiiuiiicatioiis is power 
consumption. In cvcry DSP cycle, pciwcr is dissipated 
charging or  discharging capacitors in the circuitry. Thus, 
it is iniportaiit for low-power chip designers to rcducc the 
number of transistors (gate ccinnt) wliercvcr possible. Ilc- 
cause capacitance is proportional to the dielectric COLI- 

stant I<, DS1’ manuf~actiircrs arc also working on finding a 
lower-I< material to replace silicon dioxide as the 
iiitcrlaycr diclcctric for omchip interconnect [IO]. For 
CMOS technology, power is proportional to the product 
of the chip’s effective capacitance, clock frcqucncy, and 
t l icsqi~ircofitss~ippl~~~~oltage [1’uCxfxV,,,,2]. Tlms, it 
is a challcngc to h c p  DS1’ power low while adding fea- 
tures and incrcasing cloclc frequency tor more lxoccssing 
pcrforiiiancc. 

L(iw-po~vcr 1)Sl’s includc IDLE, or power-down, 
modes. Ilccausc the design of the instruction set dcter- 
mines how nimy cycles arc rcqiiircd to perform a task, it 
also impacts the power consumption. When a DSP task is 
done iiiorc ct~icicntlp, the 1XP chip can spend more time 
in 1L)I.H mode. 111 the IDLE modes, the DSP chip enters 
a doriilaiit state and dissipates considerably less power 
tliaii in iiornxil operation. 

At tlic system level, power is rcclwcd by integrating 
inore functions onto a DSI’ chip, iinpletnentiiig tasks 
normally handled by off-chip ASKS or niicrocontrollcrs. 
The programmahlc iiatiire of tlic 1Xl’ males it possible 
to reload the processor code as needed, which bcconies 
increasingly important for inultiiiicdia applications and 
multi-ftinctional devices. ’l‘his integration not only yields 
power savings, but space savings as wcll. 

Processing Performance 
Processing performance depends o n  clock rate, instruc- 
tion set/architccturc, and nicmorp managcmcnt. Oil-chip 
incmory provides faster access, compared to off-chip 
mcmory, but costs inorc. For video applications, frames 
(it’ data are typically stored off-chip. DSP chips with 
DMA support transferring blocks of data bctwccii 
off-chip and on-chip incinorp without interfering with 
processing. 

The clock rate of a 1)Sl’ is limited by the time constant to 
charge and discharge capacitance, and tlic propagation tinie 
fix data to ripple tliroougli a scrics of logic gates. The time 
constant (along with the power dissipation) can be reduced 
hy using lowcr-I< materials, as mciitioncd rarlicr. I’ropaga- 
tion delay is rcctiiccd by having fcwcr gates closer together. 
Closer spicing (aid siiiallcr chip s ix)  has been achieved in 
the past by shrinking the iiitercotuicct line-width, hut t h e  
can b e  problems with clcctroniigration iftlic width becomes 
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too small. Some DSI’ maiiuf‘icturcrs arc investigating dif- 
ferent materials for ititcrconiicct lines to further narrow the 
line-width while avoiding clcctromigration, to produce 
higher clock rates L19J. 

A Fig. 4. The MPEC-4 simple profile includes error-resilience tools 
for wireless applications. The core of  the MPEG-4 simple profile 
is the H.263 coder. Resynchronizotion markers ond header ex- 
tension code (HEC) provide the first level of error resilience 
support. Data portitioning builds on top of resynchronization 
markers to provide odded error resilience through containment 
and Iocolization of errors. Reversible VLCs, which can be used 
only if doto partitioning is used, provides the fino1 level of error 
resilience supporf, adding further error locolizotion. 

The most cost-effective solution is obtained by using a 
1 X P  chip that best matches tlic nccds of the system. To 
support the processing m d  memory requireinetits ofa va- 
riety of wireless iiiultiincdia terminals, manufactitrcrs of- 
fer iiiiiltiplc memory, DMA, power, and MIPS options 
within a given 1)SI’ family. With a DSP iiiiplciiicntatioii, 
dcviccscatibccasilyatpgradcd, wlicti nccdcd, as a rcsultof 
the prograniiiiahlc tiattire of the DSP processors and tlic 
code compatihility among DSPs in the satiic Fmiilp. 

MPEC-4 Simple Profile Video Compression 
Tlic MI’EG-4 siiiiplc profile standard 1291 iiscs comprcs- 
sioii tcchiiiqucs siiiiilar to H.263 [231. with some addi- 
tional tools for error detection and recovcry. The scope of 
the MPEG-4 siliipk profik is schematically shown in Fig. 
4. 1,ilc H.263, video is ciicodcd using a hybrid block ino- 
tion coiiipctiration (BMC)/discrctc cosine transform 
(DCT) technique. Fig. 5 illtistrates a standard hybrid 
IIMC/I)CT video coder configuration, Pictures arc 
codcd in cithcr intmafianzc (INTRA) o r  intemfianzc 
(INTER) modc, and arc called I-j?amcs or I’-Jj.nmes, rc- 
spcctivdy. For intracodcd I-fratncs, the video iiiiagc is cii- 
codcd witlimit any relation to the previous image, 
whcrcas for intcrcodcd l’-fiamcs, the current imgc is 
predicted from the previous reconstructed image using 
UMC, and the ditticrcncc hctwccn the current image and 
tlic prcdicted image (referred to as thc residual image) is 
encoded. l l i c  basic titiit of infortnation that is operated 
on is called a macroblock, and is the data (both luminaiicc 
atid chrominance) corresponding to a block of 16 x 16 
pixels. Uiililcc previous MPEG video standards, thcrc is 
t i o  rcquircd pattcrii of I- atid P-fraiiic coding. Individual 

within a l’-fiamc can be codcd in I N l R A  

ompressed 
deo Stream 

I !  
I I 
A Fig. 5. A standard video coder with block motion compensation, discrete cosine transform, and variable-length coding achieves high 

compression, leaving little redundancy in the bitstream. Input video macroblocks are coded in one of the two modes-inter or intra. 
lntercoding is typically used when there is sufficient correlation between adjacent fromes and infrocoding is used when there is not 
much correlation. The motion-estimation block feeds the correlation information to the control block, which then decides on the type 
of coding to be used. Though not shown in the diagram, the decision to use infrocoding on error-prone channels also depends on the 
channel conditions because intracoding can stop error propagation. 
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mode.  All iiiacrobloclis 

ucriodicallv to avoid tlic ac- 
Discarded Data 

lllLISt I"+rcfresiicci 

ctumulation of iiuiiacrical cr- 
SOTS, but the INTRA rcficsh 
c a  11 bc iin p IC iiicii t c  d 
asyncliri)ii(,tisly a m o n g  
nxacroblocks. 

Video 
Bitstream 

t t t  t 
Motion infi>tiiiation, i n  

tlie form of motion vectors, 

half-pixel resoltition and also 
allows fiir four inotion vectors per macroblock. Dc- 
pending oii the mode of coding uscd, tlic macroblocb of 
citlicr the iinagc or the residual iniagc arc split into 8 x 8 
blocks, which arc then tratisformcd using the UCI. The 
resulting 1XT coctficicnts arc ~1a~"iiti7~xi, run-length cii- 
coded, and tinally variable-length coiicd (VLC) hchrc 
transmission. Siiicc residual iiixagc hlr icks often have very 
few iioiizcro qtiaiitizcd DCT cocffcicms, this method of 
coding achieves efficient coinpression. Motion inhrma- 
tion is also transmittcd for the intct-coded macrohlocks. 
Sincc a significant aiiiiiiiiit of correlation cxists bctwccn 
neighboring macroblock..' motion vectors, the motion 
vcctiirs arc thciiisclvcs predicted from alrcady transiiiittcd 
motion vcctoi-s, and the miition vector l~rcdicti~iii error is 
encoded. l'lic iiioti~ii vector prediction error and tlic 
inodc inforination arc also variahlc-length coded before 
transmission to achieve ctficiciit compression. In the dc- 
coder, tlic proccss described ahovc is rcvcrscd to rccoii- 
straict the video signal. Each video frmac is also 
rcconstrnctcd in the encoder, to iiiiinic the dccodcr, and to 
tisc for motion cstimation of the next fiaiiic. 

Due to the aisc of VLC, coinpi 
arc particularly sensitive to cllmii 
boundaty hctwccn codc words is implicit. Transmission 
errors typically lead to an iiicorrcct number of bits hcitig 
used in VLC decoding, causing k i s s  of syiichronization 
with tlic cncodcr. Also, duc to VLC, tlic location in the 
bitstrcaiii whcrc tlic dccodcr detects an error is not tlic 
sanic as the location wlicrc the error has acttlally occurred. 
This is illustrated in Fig. 6. Once an error is detected, all the 
data bctwccn thc rcspnclironi~~atii~ii p i n t s  :arc typically 
discarded. The  error rcsiliciicc tools in the MPF,G-4 siiiiplc 
profile basically help in minimizing tlic aiiiotitit of data 
tliat has to be discarded wliciicvcr errors arc detected. 

The error-rcsilicncc tools iticludcd in the siiiiplc profile 
to iiicrcasc tlic crror rihtistiiess [34 ] ,  [SI arc: 
A l~csynchroiiization inarkss 
A Data partitioning 
A Hcadcr cxtciiSiOii codes (IHEC) 

siblc variablc length codcs (l<VIC) 
In addition to tlicsc tools, error coiiccalmcnt [38] 

should be implcnicntcd in the dccodcr. Alsii, tlic encoder 

R~~~~~ Error Error Resync 
Point Location Detected Point 

A Fig. 7. Resynchronization markers help in localizing the effect 
of errors to an MPEG-4 video packet. The header of each video 
pocket contains all the necessary information to decode the 
mocroblock data in the packet, 

can he implcmcntcci to liiiiit error propagatioii using an 
adaptive INTRA refresh technique. 

Resynchronization Markers 
As mcntioncd earlier, a video dceiidcr tllat is decoding a 
corrupted bitstrcaiii typically loses syiiclirt,nizatii)ia with 
the cnci&r due to the aisc of variable-length codcs. 
Ml'EG4 adopted a rcsynclisoni~atir,n strategy, proposed 
by Motorola, rcfcrrcd to ;IS the "vidco-packet" appro"ch, 
l'aclictization allows the rcccivcr to 
tlic transinittcr wlict i  a burst of crrors (caused hp fading 
duc to iiiovciiiciit and changes in topology) corriipts too 
m u c h  data i n  aii individual packet. 

A video p"c1rct consists o f a  rcsynclironizatiiiii marlier, a 
video-packet licadcr, and macroblock data, as sliowii iii 

Fig. 7. ?'lie rcsyiiclan~niaation marlcx is a unique codc, 
consisting of a scqucncc of zero-bits followcd hy a 1 -hit, 
which Cannot be ciiitilatcd by tlic variable length codcs 
tiscd iii MPEG-4. Wlicncver an error is detected in tlic 
bitstscam, the video dcccidcr jumps to tlic next 
rcsyncliroiiizatioii inarkcr to establish syiichronization 
with tlic encoder. The video-packet hcadcr coiit.iins infor- 
nlatioii that helps restart the decoding proccss, sticli as the 
absolute macroblocli iiumbcr oftlic first i i iacn~hlocl i  in  the 
video packet and the initial quantization paiimctcr used to 
qtiaiiti7~ the D C T  coefficients in tlic packet. A third field, 
labclcd HEC, is discusscd i i i  a later subsection. The 
macrobloch data part of tlic video packet coiisists of the 
motion vectors, LXT coctfciciits, and mode itiformation 
for the macroblocks contained io tlic vidco piclict. 

The predictive encoding methods arc inodificd s o  tllat 
thcrc is no data dcpcndcncy hctwccn tlic vidcri packets (,fa 
frame. Bach video packet can be indcpcndcntly drcodcd ir- 
respective of whether the other video packets ofthc franic 
arc received correctly. A video packet always starts at a 
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MM indicates to the dccoder I tlac cnd oc tlac iiiotioii infor- 

(b) whose valuc is 1 1111 0000 

niacroblock hotiiidary. The cXact size of a vidco pacltct is 
not fixed by thc MPEG-4 standard ( the standard docs 
spccif~~tlac ~ i ~ ~ w i m t i m  s i x  that avidco paclict cran be); how- 
ever it is rccommcitdcd that the s i x  oftlac video paclicts 
(and Iicncc, tlac spacing hctwccn rcsyiicliroiaizatioia inark  
crs) be approxiinatcly equal. 

4 

5 

6 

Data Partitioning 
The data partitioning inoiic of M 1 W - 4 ,  otiginally pro- 
posed hy Texas Instrtiincnts, partitions tlic iiiacroblock 
data aithin avidco packet as sliowia in Fig. 8. For I-frames, 
the f i i s t  part contailis tlic coding niodc and six DC IJCT 
c(xfficicnts for cach macroblock ( h i r  for lnniinancc and 
two for clunminancc) in the vidco packet, followcd by a 
1 X  inarker (IICM) to denote tlac clid oftlic first part, as 
shown in Fig. 8(a). The second part coiitaiias the AC cocf 
ficicnts. Tlac 1 X M  is a I9-bit marker whose valuc is 110 
1011 0000 0000 0001. If only the AC cocfticicnts arc 
lost, the 1X values can hc used to partially rccmastriict the 
blocks. For l'-fiaincs, die macrohlock data is partitioned 
into a inotion part and a texture part (DCT coctticicnts) 
separated hy a tiiiiqiic motion niarler (MM), as shown in 
Fig. X(b). All the syntactic clcmcnts of the video pacltct 
that arc rcqtiirccd tu dccodc niotion related inForinatioti arc 
placcd in tlac motion partition and all tlic rcm.iining syn- 

00 I 10011 

010 i n m  

100 11001 

motion infixination to COLI- 

ccal errors in n niorc cfkctivc 
iimiiacr. I laus, data partitioning provides a incclianism t i1  

rccovcr iiiorc dia ta  froin a corrupted vidco p.aclict. 
The I X M  and MM ~ ' c r e  dcsigncd hp Tcms Instru- 

incnts sucla that tlic iiurkcr bit pattcms Cannot be emu- 
lated by any combination of c d c  words in tlic first 
partition. For instance, the MM was compiitcd from the 
motion VLC tablcs using ;a scxch program so that it is 
FTanaming distance 1 from any possible valid combina- 
tion ofthe inot ioia  V1.C table entries [35]. Notc tliat t l ic 
I X M  and MM wcrc only compt~tcd VIICC hascd on the 
V L C  tahlcs. and arc fixed iia the staiidard. 

,~ 

Reversible Variable Length Codes (RVLCs) 
llcvcrsiblc VLCs, proposccd by 'roslaiba, can hc used with 
data partitioning to  rccovcr iiaorc DCT data from :a COL-- 

ruptcd tcxtiirc partition. Reversible VLCs arc dcsigncd 
sncli that they caii bc dccodcd both i n  the fom.ard and the 
backward direction. M P N - 4  RV1,C tablcs arc dcsigncd 
from coiistaiit hamming-wcighr V1,Cs. l ab lc  1 illustrates 
tlic idea behind the process. ' l l i c  first step in tlac process is 
tlac creation OF a constant liaiiiia~iiag-weight VLC. For a 
Iianiiiaiiag-weight of oiic, we  get a cotistant h a n -  
ming-weight VLC as shown in colnniii two ofl'ablc 1. 
Notc that coluiiiti two alone produccs an  ambiguous 
c o d c h ~ ~ o k ( l 0 l c o u l d I ~ c  I,Olor 10, l ) .  13yaddingafixcd 

Table 1. Creation of RVLCs from Constant Hamming Weight VLCr. 

A fLved prcfix (1 in this cnsc) and a fmd suffix (1 in  this case) arc added to constant-weight VI.Cs to obtain a llcvcrsible V L C  
Decoding in both fbrwnrd arid baclzward dircctioos can bc achicvcd by searching fix tlac third 1 i n  t l ic IW1.C codcword. 
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prefix and  suffix ofonc, we get the RVLC as gi\,c.cn in col- 
titiin tlircc ofTable 1 . RV1.C dccoding cm be acli icvcd in 
both forward and backward directions hp searching for 
t l ic  hai i i i i i ing-mcigl i t  numhcr of ones in the I<VT,C code 
word (tlircc in the case 01 able I). Note that  complc- 
I l l C l l t S  of such KVLC codc words arc also RVLC codc 
words. MI'FG4 I<VI.Cs make use ofthis tcchnique, and 
also append a n  additkina1 2-hit suffix to finally form the 
RVLC code. The additional suffix contains the  sign bit, 
and anot l icr  hit that effectively doubles tlic size of t l ic  
codc book, yet l i m i t s  the maxi in t i in  codc word size to 16 
bits (wh ich  is good fiir 1)Sl' i i i i p l c i i i c i i t a t i ~ ~ i i ) .  The 
f ixed-length snt f ix can also be rcvcrsc dccodcd. Thus, t l ic  
data in the  texture partitioii can he pirscd in ci thcr the for- 
ward or backward direction. 

Fig. 9 illustl.atcs t l ic  steps involved in two-way  R V I C  
dccuding i n  t l ic  p r  iicc of errors. Whi le  decoding t l ic  
h i tstrcam in the fiirward di tion, if the decodcr detects 
a n  crror it can jtiiiip tn the next resPiicliroiiiZatioii iilarlrcr 
a n d  start dcci iding the bi tstrcam in the b a c l ~ \ v x d  dircc- 
tioii until it cncotii i tcrs xi error. Rased on the two error 
locations, t l ic  dccodcr can rccovcr sonic of the data that 
would ha\x otherwise bccn discarded. l3ccausc the crror 
inay not h e  dctcctcd 21s s o o n  11s it occurs, the dccodcr may 
conservatively discard addi t ional  b i t s  aroiind the cor- 
rupted rcgiun. N o t e  that if RVLCs were not used, more 
data in t l ie texture part o f t l i c  video paclret would Iiaw to 
be discarded. 'Thus, RVT.Cs cnablc the dcciidcr ti) hct tcr  
isolate tlic error location in the hitstscam. 

Error Concealment 

Header Extension Code (HEC) 
l inpor tant  inforination that remains coiisfaiit over a video 
frame, such as the spatial diincnsions o f t l i c  v ideo data, t l ic  
time st.iinps wociatcd with the dcaiding and the prcscn- 
tatiuii of this video data, and the type oftlic currc i i t  framc 
(1NTE,R-coclcd/INTl~A-co~lc~i), arc ttansmittcd i n  the 
hcadcr at t l ic  heginning oftlir vidcii fi-amc data. Ifsoiiic of 
t h i s  infor inat ion is corniptcd due to channcl errors, the dc- 
coder has no othci- rccoiirsc but to discard all the i n f o r m -  
tion helonging to the ctirrciit video frainc. In onlei- to 
r c d w c  the sctisitivity o f t h i s  data, a 1-bi t  field called H K  
was proposc'd by Matsushita ancl intr(iduccd iii the video 
packet header. When the HEC i t, tlic impi i r tant  hcadcr 
inforiixition that d ihcs the video frame is rcpcatcd in 
t l ic  hits following t l ic  IHEC. This 
duplicate infor inat ion can bc used 
to verify and correct the licadcr in- 
format ion o f t l i c  v ideo fiainc. The 

and 
Discarded 

s h o u l d  ta l rc when an er ror  i s  d c t c c t c d .  Several 
crro~-coiiccalinciit techniques have bccn developed based 
on temporal, spatial, or frcclticiicy-diiiiiain prcdicr io i i  of 
t l ic  l o s t  data [38]. The simplest forin of temporal error 
coiiccalinciit is to copy t l ic  lost data t h i n  tlic prcvious 
fiamc. Sonictiiiics the iiiissiiig inotioii vector can he prc- 
dieted t'tniii ncighhor ing macrob loc l~~ ,  o r  t l ic  motion vcc- 
tor may not llavc bccn lost if dat~ i - t~ar t i t i i ) i i i i ig  t o o l s  arc 

t l ic  first frame, and may yield poor restilts h r  ititl.acodcd 
macrohliicks or a r a s  of high miitbin. Conccdmcnt in tlic 
spatial domain invnlvcs iiiorc coinputat ion for intcrpnla- 
tion. In some cases, ti.cqucncy-domaiii i i i t c r p l a t i o n  i i l q r  

be niorc convenient, b y  estimating the 1K value and possi- 
hly sonic low-order A(: IXTI' ciictficicnts. 

uscd. t€o\vcvcr, tcmporal  cOnec'lII1lent C d l l l l O t  h e  llscd hr  

Adaptive lntra Refresh (AIR) 
AIR is a stanLiard-compatible ciicodcr tccliniquc for lini- 
iring error propagat io i i  by using noli-predictive I N T R A  
coding. INI'RA rcfrcsl i  f i , rccf i i l ly  ci ici idcs soiiic 
macroblocks in INTRA mode to Ilush out possihlc cr- 
rors. INTRA refresh is  very cf t lc t ivc  in stopping t l ic  
pr i ipagat i i i i i  iifcrriirs, hut it conics at t l ic  cost i i f a  large 
ovcrlicad; cod ing  a nxicrobkicli iii INI'RA modc t y p -  
cally requires many iiiorc h i t s  th i i  coding i n  INl'F,K 
mode. Hciicc, the INTRA reti.csli tcchniquc l i as  to be 
used judiciously. 

AIR adaptivcly pel-fortiis INTRA refresh based on the 
motion i n  t l ic  scciic. lhr arcas with low miitiiin, siniplc 
t c n i p o r d  error concc~ali i ici it widrs  qt i i tc  effectively. Since 
the h igh -mot ion  arcas caii propagate crriii-s tu many 
macroblocks, any persistent crror in t l ic  liigli-motion arca 
becomes very noticeable. The AIR tcchnicluc ofMl'F,G4 
[ 21 I INlIL4 refreshes the motion rircx inore frequently, 
t l i c r c l y  alluwing t l i c  pussibly corrupted high-mution as- 
cas to rccovcr quickly tioiii errors. 

Implementation Tradeoffs 
Careful at tent ion to LXl '  implcmcnt. i t ion details i s  rc- 
quircd to fiilly achieve t l ic  potcnti:il gains in pcrforinancc, 
llcribility, and c i x t  151. For best pcrfiirnuncc, memory 
allocation, diita transfer, and ordering of instri ictimis 
i i i i i s t  he tnatclicd to the 1)SI' arclaitccttirc, Sonic general 

0 Error Declecled, 
Gob Next Resync Marker . I 

use of HbC significantly icduccs 
the numbct of dixaidcd video 
Lime\ and hclps achieve a higher - 

3 Backward Decoding 
EllOl.3 0 ~iver'lll dcc1,dcd v1dco qu"1ty. @ Forward Decoding 

Localized 
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Some Single-Cycle (*) DSP Instructions Are Useful for Video Kernels (‘C54x Examples). 

Syntax P&pessin;a UqIdfir:  

MPY Xtneirz, Yzcm, dst 

dst  = Xmein< < 16 + Yincm < < 16 

‘1st = Xincm< < 16 - Yuiein < < 16 

Motion comp, DCT,II)CT 

DCI’/IDCT 

dst = XmcinX Yincoi, T=Xmcm IKT/IDCI 
I I I 1 

I , I 

STI-I src 1, S H F q ,  Xmem 
HalC-pixel intcrpolatiou, 

DCT/ILXT 
Xincln = SIX << (SIWT-16) 

issues involvcd in the implciiiciit~itioii of vidco coding on 
USPS arc: 
A Memory alkication: On m i s t  lXl’s, on-chip mcniiiry is 
limited dnc 10 cost and powcr c(instraiiits. ‘l‘lic niapping of 
variables to oii-chip and off-chip nicnioi-p lias a significant 
impact on pcrforniancc. On-cliip nicniory provides fiistcr 
access rates wlicii compared to oft-chip mcmory. The 
on-chip nicinoy is uscd to store variables tlxit arc acc 
frccpcntly and rcpcatcdly, e.g., the V1.I) tahlcs, the mo- 
tion vectors, the bitstrcam buffers, butfcrs fir storing tlic 
inverse quantized DCT cocllicicnts, huffcrs h r  storing t h e  
block of data to bc nscd in  motion coinpensation, and 
other interincdiatc variables. The rcfcrcncc frame and the 
current decoded f ~ i n i c  arc stored off-chip. To rcducc tlic 
amowit ofon-chip nicinoi-y required, decoding i s  typically 
carried (itit on a macroblock basis. 
A Data transfer: Management of data transfer from 
off-chip to on-chip nicinory is another major issuc in ini- 
plcnicnting video coding on 1)Sl’s. Most of tlic 
low-power DSPs are 16-hit DSPs and rarely providc sup- 
port for byte access. Since accesses to nicni(iry outside the 
chip arc slower and also consiinic niorc ponrcr, it might 
makc sense to have tlic iinagc data paclicd i n  crtcriial 
inenwry with two pixels per 16-hit nicniory location. 
Howcvcr, this impacts the performance, as the pixels 
liavc to bc unpacked first hcfore they c a n  be uscd. 
A “DSP-fricndlp” algorithms: Video processing blocks 
such as I U C I  can be iinplcmcntcd in a variety of ways. 
Each iinplciiicntatioii varies in the nunihcr of operations 
required, the data tlow involvcd, and tlic precision rc- 
quirenients on the intcrmcdiatc variables. Often algo- 
rithms that have a regular data fluw and whose precision 
rcqnircmcnts on the intcrmcdiatc variables match the 
word-length ofthc DSPs, execute Fister on tlic DSPs. For 

example, Clicn’s algorithm 171 for lL>CT, which rcqnircs 
I6 multiplications and 26 additions, requires niorc USP 

position algorithm presented ii i  1321 t h a t  requires 20 
niultiplications and 28 additions. This is because Chcn’s 
algorithm requires a donhlc-precision 16- x 32-bit multi- 
plication, whereas the simpler cvcn/odd decomposition 
algorithm rcqnircs iinly 16- x 16-bit multiplications to 
nicct the IUCT precision rcquirciiicnts [ZO]. A 16- x 
16-bit inultiplication can be cfticicntlp iiiiplcnicntcd on a 
16-bit IXP in o n e  cycle, wlicrcas a 16- x 32-bit multipli- 
catiim would have to be cmulatcd using multiple cpclcs 
I111 t11c IXP. 
A l)c\&piient tools: The software tools availahlc for 
fixed-point I X P  code dcvelopnicnt have improved mark- 
edly from just a few years ago. C compilers arc becoming 
iiiorc and more efficient; howcvcr, the ciirrcnt compiler 
tcchnologp is not intclligciit enough to inalic nsc cif the 
DSP rcsonrccs in the most cfticicnt nianncr. Thus, core 
kcrncls very oi‘tcii LISC optimized assembly library row 
tines o r  ninst be hancl-coded i n  assciiibly. Good dcvclop- 
iiicnt tools and lihrarics significantly rcducc thc 
time-to-market. 

llic fi)llmving sections discuss i n  detail some iniple- 
iiicntation issues fix implcmcnting an MPEG-4 simple 
profile vidco codcc. The standard docs not in any way 
specify how the cncodcr ~ I i o ~ ~ l d  he implcmcnted, other 
tlian that it must crcatc a dccodablc bitstream. Thcrc is 
also significant latitiidc in  sonic aspects ofthc dccoder ini- 
plcmcntation. We start offwith a discnssionon the implc- 
iiicntation (if sonic core $crncls of the video codcc i n  the 
DSP assembly language to give an idea of the liind of snp- 
port provided by the 1)Sl’s for such tasks. 

cycles to cxccllte w11cn climparcd to the cvcn/odd dccon1- 

. .  
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Implementation of Video Kernels 
Each oftlic standardvidco coding blocks (sec Fig. 5) coii- 
sists of a compute- and data-intensive licrncl. In this scc- 
tion, wc highlight some DSI’ instructions that help in 
iiiiplciiicnting tlic Iicrncls efficiently. 

Motion Estimation 
Motion cstiinatioii i s  carried oiit using blocli-matching 
techniques. The iiiotioii vector for a macroblock is tlic 
displacciiicnt bctwccii tlic macrobkick being coded atid 
the iiiacrobldiiii the previous frame that best tiiatclics it. 
‘rlic matching criterion used is the stini ofabsolutc differ- 
ciiccs (SAD) bctwccii all tlic pixels ofthc macroblocli bc- 
ing coded and all the pixels of‘ the macrobliick iii tlic 
prcvious frame. On the TMS320C54x DSP, tlic calcula- 
tion of SAL), which is the corc licrncl in nioti(111 cstiiiia- 
tion, can bc efficiently carried out using t l ic  ABDST 
instruction (sec Table 2). An clamplc usage of tlic iii- 
struction is 

ABDST *AR3+, * A R 4 +  

This instruction directs the lMS320C;54x to: 
A Add the absolute value oftlic Accutiinlator A to Accu- 
mulator B 
A Suhtract tlic coiitciits of the iiiciiiiiry location piinred 
to by AR3 from the cotitciits of tlic incmory location 
piiilitcd to by AR4 and store the rcstlk ill A 
A P(istiiicrcn1cnt AR3 by 1 aiid pi~stilicrcmcnt AR4 by 1 

By pointing AK3 to the macrtihlocli hcing coded and 
AR4 to a macroblock of tlic previous fiimc, w e  can loop 
the AB1)S’T instruction over all the pixels in tlic 
macrohlocli and obtain the SAD in Accumulator l3 at tlic 
ciici ofthc loop. Icy comhining tlic absolute iipcrati(iii, dif- 
fcrciicing bctwccii two pixels, and calculating a runniiig 
sniii into a single instructioii, the DSI’ hasically cxcciitcs 
the corc operation in the calcu1atii)n of SAD i n  oiic cycle 
instcad oftlic tlircc-to-four cycles it might talc nil agcncral 
purpose proccss~ir (CPP). Also note that tlic addrcss 
posti~icrcincnt opc~ition, which is donc in parallcl while 
the iiistriictioti cxcctitcs automatically, rcxiics AR3 and 
AR4 to point to  the next set of pixels to he  ditfcrciiccd. 

DCT/IDCT 
DCT and IDCT arc carried out on hlocli\ of8 x 8 pixels. 
DCT is a 21) transform, but siiicc it is a separable trails- 
h r m ,  the 2U traiisiiirm is typically iniplen~ciitcd using 
11) transforms on rows aiid columns. Many fast algij- 
ritliins exist in the litermire for  iiiiplcmcnting tlic 
L>CT/ll)CT, but care iiiiist be taken while iiiiplcmcntiiig 
the algorithm to verify tliat they nicct the prccisii)n rc- 
qiiirctncnts of tlic IEEE I180 1201 standard. Tiidi- 

arch i n  1DCT im~~lcmcn ta t io i i  lias 
ciinccntratcd on rcdncing the numbcr of mtiltiplic~itions 
iiivolvcd often at the cxpctisc ofa corrcsponding iiicrcasc 
in the numhcr of additions requited. Sincc 1M’s l ~ ~ c  a 
dedicated multiplicr, reducing the iiumbcr ofnitiltiplic‘i- 

tions inviilvcd in tlic algorithm i s  not the only considcr- 
ation. Kcgularity oftlic data accesses also hccoiiics an im- 
po r t an t  ctinsidcration so tha t  add1 
iilaniptilations (which occiir in  p”rallc1 to tlic c x e c ~ t i ~ n  of 
instrucrioi~s) supported hy tlic 1)SP can hc used. All tlic 
iiiiplcmcntation algorithms basically cmis i s t  of the tradi- 
tional sigiial processing bloclis of mriltiply, niultiply-ac- 
ct~~iit~latc/subt~ict, add/subtract, and shifts, all of which 
can be efficiently implciiicnted on tlic I N ’ ,  each in a sin- 
gle cycle. Tahlc 2 lists t l ic  LXI’ instructions of 
T M S ~ Z ~ C S ~ ~  tildt pcr~clml til 

Also involvcd with tlic ILK 
operatimi at tlic I l X l  outpiit, wliicli clips tlic output to 
be in tlic range [-256,255 1 .  Ry properly aligning the data, 
saturati(in cui be done automatically whcncvcr tlic L I X T  
output is stored. Sincc saturation opcsatioiis have to be 
carried otit on a per-pixel basis, autiimatic saturatioii bc- 
coiiics an important fcatiirc for the DSl’s, as it usually 
talcs tip to eight iiistructions to do the s‘aiiic on 21 W P .  

Motion Compensation/Half-Pixel Interpolation 
Motion c i q ” t i o n  operations for a inacroblocli coii- 
sist of adding the rcconstructccl residual error (output of‘ 
ILXT) foi- the macrddi)ck with its iiiotiiin-shifted cot~n- 
tcrlxirt in the prcvious fiaiiic. Motion compensation is cf- 
ficicntly carried out using the ADD instruction tllat allows 

Aiiotlicr kcrncl tllat is cfficicntlp implcmcntcd using 
tlic ADD instruction is half-pixel interpolation, l’hc basic 
opcration involved in Iulf-pixel intcrpolation is of the 
foriiis (a+b+ 1)/2 a n d  (a+b+c+d+2)/4. Ih t l i  oftlie di- 
visioii iipcratiiins arc integer division (ipcrations and can 
be efficiently implcmcntcd using right shifts. Shifting is 
another opcratiiiii that can be donc in parallcl with store 
instructions on the TMS320C54x (sec the STH iiistrtic- 
tion in Tablc Z), thus saving an additional instruction 

h r  pal.allcl lllovcs of tWO data lipcrands. 

wl1cn compared tu a Cl’P. 

Varioble-Length Decoding (VLO) 
DCT run-level-last coded coefficients, inoti~iii vectors, 
and mode information arc a11 variahlc-lcngth coded. 
Tlicrc arc a number iifways to implcmcnt variahlc-length 
dccoding in sofnvarc [12]. 1.ctd dcnotc tlic length ofthc 
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RVLC code words, due to their 
structure, comprise a very sparse 
code book that cannot be decoded 
efficiently using the same table 
lookup techniques that are used 
for regular VLC codes. 

Implementation of the Decoder 
The Ml’EG-4 siiiiplc profile requires that tlic decoder dc- 
code bitstrcanis with any ofthc error-rcsilicncc tools. l h c  

longest cndc word i n  tlic discussions below. Since the 
length oftlic codc word is not kn~iwn in advance, the fast- 
es t  way tu clccodc a code word is by using a 2d-clcmcnt 
Iookiip tahlc. d bits arc rcad from tlic bitstremi and arc 
used directly to indcs into the looktip tablc. The outpiit of 
the Iiiokup tnblc consists d‘tlic decoded syinbol and tlie 
Iciigth of flic code wtird. The hitstrcaii i  pointer i s  ad- 
vaiiccd by tlic c d c  word length, and the process is rc- 
pcatcd on the remaining bits. 

When d is 011 tlic wdcr of 12 hits, a s  in the ~iortiial 1X3 
V1.C tables, tlic spice rccqiiircd fix the VI,C lookup tddc 
bccomcs prohihitivc. Also, sticli tables arc wastcful bccausc 
shorter codes l iavc maiiy rcpeated ctitrics, e.g., witlid= 12, a 
code oflcngth 4 bits will hive rcpcated entries. For niost 
ofthcVLCcodcs used in tlic standards, tlicrc is acorrclatim 

Icading xros  iii tlic code w~i rc l .  We malic iisc ofthis struc- 
ture in  tlic code to rcducc the mcmciiy rcqiiircmcnts for die 
tahlc 1321, [36]. For example, the widely used Tclciior 
RKtl) H.263 sofiwarc 1361 splits the 1)CIVLL) tables into 
tlircc diKcrcnt VLl) tables I,ascd 011 tlic iitimbcr of lcading 
7,cras, 0-2, 3-4, o r  5-6 leading zcrocs respectively. 

I3y splitting ititci thrcc classes, we require thrcc looktip 
tables ofsizcs Z7 each, iiistcad ofthc 212-clcmcnt lookup ta- 
ble required in the dircct lotil~np sclicinc, Icadiiig to a sav- 
ings i n  mcniiiry. More mcmory savings arc ohtaincd by 
splitting i n f o  niorc tables. l low r, the complexity in- 
volved in the decoding goes tip with each additional tahlc, 
sincc we iimv iiittst first find oiit the class to which tlic code 

if-thcii-clsc comparc statcniciits to find tlic number of 
Icading zeros) bcforc doing :I td i lc  lookup. On the 
TMS320C54s. Iiowcvcr, the calculation of t h e  number (if 
lcading zeros i n  tlic codc word is done i n  a single cycle LIS- 
iiig the liX1’ instritctioii (sceTahlc 2), 1cadingt~)avei~~cffi- 
cicnt implcmcntation. Sincc we get tlic iiumbcr (if lcadiiig 
zeros in the code word in a single cycle, we caii afford to 
split die tablc into the iilaxiiiiuni numhcr possible. l3y do- 
ing so ,  wc save about 50% 011 tlic memory rcqnircd for the 
iiortnal DCT, tiiotion vector, and mode V1.D tables when 
i<imparcd to the Tclelior R&D H.263 softwire. 

hc&VCCll t1lC ICllbTll of thc COdC W O T d  alld d l C  l l t l l l lb~~ O f  

word bclongs (a  pro which involves multiplc 
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error dctcctioti logic is not specified i n  the stanclard, 
thcrcforc Icaving tlic choice to the implcmcntcr. How- 
cvcr, Annex F, of the MI’EG-4 standard 1291 provides a 
set ofguidelines. ’Ihc video coder eiii detect errors when- 
cvcr illegal VLC code words arc cncountcrcd in tlic 
hitstrcaiii or wlieii dccodiog VL(: code w(irds leads to il- 
legally decoded infixination (e.g., occurrciicc of morc 
than 64 DC‘I‘cocfficicnts for an 8 x 8 T)Cr hlocli). Erroc 
concealment is also left to the implcmcntcr. Rclow arc 
sonic issties involved in implcincnting the error-resilience 
fcaturcs in an 1wl’E<;-4 simple protilc decoder, with dis- 
cussion of the tradeofts involved. 
A Hcsyncbmnization nzndzns (!U‘’. As previously discussed, 
the location i n  the bitstrcam where a n  error is detected is  
gcncrallp not tlic loc.ition wlicrc tlic error actually occurred 
due to the V1.C. AT a result, if a n  error occurs iicar the c i id  
of a video packet, it niiglit not be dctcctcd until some bits 
&om tlic next video picker arc proccsscd. If this occiirs, 
tlicti the RS at  tlie start ofthc siibscqucnt video pnclrct i s  
not cictectcd, and the corrcsponding video packet is dis- 
carded cvcii though it iniglit have bccn rcccivcd withoilt 
errors. l’his 1x1s an adverse ctfcct oii tlie video quality, iind 

map occnr frcqticntly, cslicciallp w h e n  tlic packet sizes arc 
small. To prevent t h i s  from happening, tlic dccdcr  coiild 
check for the RS bcfiirc c v c y  bit is rcad. An alternarc a p  
proach is to parse the bitsttram twice, with tlic first kparsc 
dclincating tlic video packct houndaries ;nid t h e  second 
parse doing the acnlal decoding. To support tlic two-parse 
approach, a bitstrcani buttier is required to store at least oiic 
video picket. The specification of the nirixinitini packet 
size in the protilc/levcl definition in  MPEG-4 assists in 
bounding the memory rcqtiircmcnt of this bitstrcam 
buffer, which must he  stored in (in-chip memory for Eistcr 
mcmory acccss. 
A Data partitioizinfi (Ul’j. With l)P, an additioo.il 
rcsyiiclir(iiiiz.itioii point is added to the p~cl ic t .  Tlic acidi- 
tional ovcrlicad required to implcnicnt data partitioning, 
w h e n  compared to the case w h e n  m l y  IIS is present, i s  that 
the dcctidcr has to check for tlic inorion marlier after cvcry 
m~ition vector has bccn decoded. Also, sincc the data h r  a 
macrobl~ick is split B C ~ O S S  tlic iiiotion and texntrc part [it’ 
the video paclct, tlic decoder can iio longcr do decoding 
on a tnacroblocli basis. Sincc a video packet can contain 
data corresponding to an ciitirc fiamc, enough iiicinory 
sliould be reserved for storing the niotion iuid mode infor- 
mation fix the entire timic. Code size and complexity also 
iiicrcasc for supporting data partiti(iniiig. 
A lleversible va~iable-leigqth codes (lt VICj.  With RVLC, 
tlic decoder has the option of two-way decoding DCT 
data, a s  sliowii i n  Fig. 9, ifaii crrorocc~trs iii that partition 
(if the packet. RVLC tables iiicrcasc data ~ncmciry rc- 
quircmciits. RVI,C code words, doc to their strttcttirc, 
comprise a very sparse cock book tliat cannot he clccodcd 
efficiently nsitig the satiie tablc lookup tcchniques that arc 
used for rcgitlar I’LC codes. The MoMuSys 121 decoder 
iniplcineiits R V I C  decoding using a gigantic case statc- 
iiiciit, resulting in large code size and slow csccutioii for 



tlic \ v ~ r s t  case. The dcgrec to wliicli the dce~idcr caploits 
l<VI.(: data is left up to tlic implcmciitcr; dce(idcrs nccd 

significantly increases tlic program complexity and the 
c(imputational cotiiplcaity in tlic prcscticc of crrors. An- 
iicx 1; of Ml'lX;-4 [2Y gives inorc details on tlic logic 

A Header mtemimz cvdc (HEC). The hcadcr extension 
code is the one-bit flag iii t l ic video pa 
w h e n  set to 1 indicates t h t  additkinal information fiom 
tlic video frame hcadcr is rcpcatcd in t l i c  video picket Col- 
lowing the HHC bit. 'l'hc best pcrfhi:rncc iii tcriiis ofcr- 
riir robustness is obtaincd when tlic HEC infimimion is 
put in cach video paclict, but this iiicrcwx thc hits ovcr- 
head. In pc t i cc ,  cross-checking tlic HE(: inhrmntinn 
from all the video pclicts iiicscascs complexity sincc the 
actual dccoding has to bc dclaycd to tind niit wliicli ciftlic 
video paclicts do not contain crrors, based on a majority 
vote. The way in wliiclr the I I K  information is used in 
tlic dccoctcr is left to the implcmctitcr. A siiriplc scliciiic i s  
ti) use the HEC iniimil'itioii from the second video 
packet when the video fiimc hcadcr is corruptcd. 

se decoding at all. K 

tl1at cal l  he llscd for fiinvard and backward dcc(Jdi11g. 

tally a n d  vertically, h u t  tliis 
rcqiiircs .is iiiiicli incmoi-y as h u r  

Implementation of the Encoder 
1 he standard provides many encoding options, hut docs 
iiot dicratc which should be siipportcd in the encoder, 
Icaving iiiiplcmcntcrs f to makc tladeilfE~ bctwccncost 
and pcrFormancc. Unlike the dccodcr, iiot all features arc 
required to h e  implcmcntcd, and error dctcction and cor- 
rection ,ire not nccdcd. Sincc video is c(idcd with respect 
to tlic previously rccnnstructcd fsmic, implcmcntatii,ii of 
tlic encoder includcs many functions id'thc dccodcr, s i i c l i  
as  ILXT and inverse quantization. Tlicrcf~irc, tlic cii- 

coder gciicrally requires both mote mcm(iry and iirnrc 
computation tliaii tlic dccodcr. 

Motion cstiiiiatioii is p"sticular1y cxpciisivc, iii tcriiis 
of " m y ,  data transfer, and computation. The p u b  
lie-domain tmn-2.0 cncodcr 1361 reduces computation 
t?ir half-pixel iiiotioii scarcli bv storing tlic entire rcfcr- 

. /  

4000r ---- I 

iiiiiiiinal storage, an(jt1icr alternative is to store no intcr- 
polatcd data, but instead a h y s  rccoiiipiitc iiitcrpolatcd 

a ~ n o ~ n t  of storage and computation I-cquirctl for 
half-pixcl rctincmcnt. 

Iksidcs the memory rcqiiirement, iiiotim estimation 
requires significant computation snd data transf 
like previous standards, which typically restrict tlic search 
window, t l ic lMPEC;-4 standard supports unrestricted 
motion vcctnrs (UMV) and includcs aiifiude for scaling 
iiiotioii vectors, sucli tllat a motion vector inay rcfcrcncc 
any part of tlic prcvinus fiimc. l'crfiiriiiing block iiiatcli- 
ing against the entire lxvious f iaii ic significantly iii- 

creases the amoiiiit of computation and iiicmory accesses 
for tlic encoder, altlimigli the cncodcr iiiiplcmcntatii,ii is 
free to scatcli a smallcr rcginn. Extciisivc research lias 
hccn performed investigating com~~iitationallp efficient 
miitii)n-cstimatioii algorithms 191 

Rate control is another iiinctinn iniplcincntcd in the 
ciicodcr, but not in tlic dccodcr. Tliough the computa- 
tinnal and memory reqiiirciiiciits may bc tiiiiiiiiial, tlicsc 
algorithms may he sensitive to reduced precision with 
16-bit integers. 

Among the error-rcsilicncc t d s ,  data partitioning is 
the most cumbcrsomc to implcincnt in the cncndcr, hc- 
cause it essentially requires writing the bitstremi twice. 
Katlicr tllaii putting all bits representing a iiiacroblock to- 
gether ii i  the bitstrcam, multiplc siihstreaiiis arc crcatcd, 
which arc copied into the tinal hitstscam only after 
enough macriihlocks have bccn cijdcd to  acliicvc tlic ii i i i i-  

imum paclrct sixc. This requires buffering of the 
substrcaiiis. Also, tlic byte alignment is not the saiiic fils 
the substrcaiiis and the fiilal bitstremi, so copying niiist 
he pcrf~irmcd hit by bit. 

Otlicr cnrir-resilience tools arc f'iirly simple to iiiiplc- 
iiicnt in tlic cncodcr. Although rcsynclironizati~,n marlicrs 
require liccpitig a count (ifthe bits in a packet, tliis infor- 
mation is alrcady being collcctcd fix the purposes of rztc 
control; the oiily extra computation rcqiiircd is checking 
the bit coillit after coding ~ a c l i  macrdAock. For tlic cii- 

values wlicli nccdcd. 'Tlius, thcrc is a tradcoffbctwccn tlic 

fiiiiics. This is unacceptable for a 
DSI' impIcmcntati(~n, bccaiisc it 
iiiorc t l la i i  doublcs the memory rc- 

inclit is i iot  required f o r  tlic 
cuc(idcr tn be staudaril~ci)mpliant, 
it is ncccss.iry to obtaiii sufficient 
qnality to be ciinipctitivc at I O W  bit 

qiiircmcnt. While Iinlf-pixel refine- J 3000 1.5 

2000 1 

1000 0.5 

0 
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rates. A possihlc ;iltcrnntivc is to in- 
tcqmlatc siiiallcr portions cif tlic (8)  (b) 

SOlllC V a l l l C S  \VOuld h a ~ c  to COl l l -  

plltcd Iliu~tip~c tiliics Where the ref- 
crc~icc "windows" overlap. I:or notes the number of macroblocks. 

Fraction of MBs CodedlFrame Non-Zero CoeffslBlack 

'It a tllougll A fig. 10. Encoding over 160 bihtreams resultedin a wide range of coding complexih/. depending 
on content as shown by these histograms of (a) the fradian ofMBs codedper frame and (b) the 
number ofnon-zero DCTcoeficients per coded8 x 8 block. Jhe Y-oxis in both the histograms de- 
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g,(x) = X6+X4X2+X+l b ( X )  = ”(x)g*Jx) 

A Fig. 1 1 .  To achieve a rate-; convolutional code, the source bits, 
u(X), are convolved with n generator functions, glf l ) , . .  ., gn(X). 
This figure shows a six-memory (64 state) rate-; encoder. An 
RCPC code is obtained by puncturing the output of a rate-; 
code. For example, to get a rate-! code from the above rate-; 
convolutional coder, the output is punctured as follows: 
... : $ i i o +  ... oio%i1On+ ... nio i ro  where the crossed-out bits denote 
the punctured or discarded bits. 

coder, support for RVLC docs not atfcct tlic ainoiint of 
comput&m, but increases the memory requircmcnts fix 
tlic RVLC tables. Of course, an encoder implementation 
inay omit any error-resilience to&, at the capcnsc ofdc- 
graded quality in error-prone cnvironinciits. 

Performance 
.~ I l ie  computational I-cquircnicnts for dccoding M1’EC;-4 
simplc profile video varies from 1 Os of ‘C54x MIPS to 
100s of ‘C54a MIPS, depending on tlic format, kanic 
rate, hit sate, and coiitent. Encoder computarioilal coni- 
plcxity is rtiughly twice that of t h e  decoder for low-coni- 
plcxity motion estimation with minimal ovcrhcad for 
data transfers. We encoded over 160 bitstrams, with a 
variety offornnts, frainc rates, bit rates, content, and ns- 
ing sonic, ;ill, or iione ofthc error-resilience tools. Fig. 10 
s h o w s  histograms of the nninbcr of coded MBs per 
fr.iinc, and tlic nutnbcr of  nonzero coefficients per 8 x 8 
blocli. The shape oftlie distribution varies depending on 
tlie choice of test scqncnccs and the rate control algw 
rithm of tlic encoder. The wide range of values in the his- 
tograms corresponds to tlic range of MIPS required. 

As a proof of concept for wireless video, we piirtcd a 
siniplc-profile SQCIF encoder and decoder to a 40 MI-Is 
TMS320C541. About half of all cell phones currcntl\~ 
liavc a ‘C54s inside. To t h e  antliors’ linowlcdgc, this is the 
first DSP implcmcntation of the Ml’EG4 simplc profile 
standard. All error rcsiliciicc tools have hccn implc- 
mcntcd. With only coinpilcd C code, tlic ciicoder can cn- 
code ahont oiic SQCIF fi:unc per sccond, including 
ovcrhcad for data transfers. Hncoding time with 
rcspiiclit[)nizarioIIii~atioIi niarlccrs is similar to H.263, iind cii- 
coding with RVLC is alxiut the same complexity a s  cii- 
coding with data partitioning. While data partitioning 
docs increase encoder ciimplcxity, it is difficult to cliiaii- 
tify based on C code rcstilts. By replacing critical secti~iis 
of code with asscnibly roiitiiics, it is reasonable to expect 
the pcrforniancc to improve. The decoder can dccodc 
about 20 SQCIF frames per sccond for a talking-head sc- 
qucncc without rcvcrsc decoding of RV1.C codes. Rc- 
vcrsc decoding for error rccovcry will slow dccodcr 
execution, but is not required. More powerfiil 1M’s are 
available and arc rcqiiircd for iniplcmcnting hoth the cii- 

coder and decoder, o r  to support tlic coninion inrcrinedi- 
ate formit (CIF) (352 x 288 pixcls) or quartcr CIF 
(QCIF) (1 76 x 144 pixels) and higher frame rates. Addi- 
tional pcrforniancc gaiiis c a n  be achicved with 
~(iproccssors, inore efficient data tratisfer (e.g., DMA), 
and hand-coded assembly. 

In addition to porting the code to a DSI’, ETSI library 
routines wcrc used to nicasure the decoding coniplcxity 
for the Ih0-t bitstrcams. SQCIF scqucnccs were crcatcd 
by cropping QCIF scqncnccs. Uccansc this iisnally climi- 
ilatcd static background blocks for the most part, the 
Same bit rate was used for cncoding SQCIF and QCIF 
versions. The pcali signal-to-noise ratio (PSNR) statistics 
wcrc actilallp higlicr for lowmotion QCIF sequences, 
compared to tlic SQCW cqiiivalent, hut this is inislcading 
hccausc the higher I’SNR was due to more background 
hlocks. In high-motion sequences, thc PSNR statistics 
were higher for the SQCIF sequences, as would be cx- 
pcctcd, given t h e  same bit ratc for a sinaller forniat. Dc- 
coding SQCIF requires fcwcr MIPS than QCIF 
(bctwccn 15% and 50% less), and about half as inncli 
memory. The SQCIF format was fourid to be almost as 
uscfiil as QCIP for low-motion sequences. 

1-lighcr hit rates were required tu maintain acccptablc 
quality for scqiiciiccs in CIF format. QCIF scqncnccs 
w~erc crcatcd by downsampling CIF data. This rcsultcd in  
inorc spatial detail per QCXF inacroblock, and niorc nom 
zero IICT coefficients. Also, because the QCIt: fiirmat 
h a s  fcwcr motion vectors per frCinic tllan CIF, motion 
compcnsation is not a s  effective in rcprcscntiiigframc dif- 
ferences. Thus, complexity docs not scale lincarly with t h e  
number of nlacroblocks . 

QCIF a n d  CIF sequences wcrc encoded at both 10 and 
15 fiaincs per sccond. Most sequences could be coded at 
the sanic bit rate for cithcr kame rate, with L’SNR drop- 
ping less t l ian 1 d R  at the higher frainc rate. Howcvcr, h r  
one scqucncc with sign language, tlic PSNR was actually 
higher at  15  fps, prcsiinxihly because motion compciisa- 
tion w a s  niorc effective at a higher frame rate. l‘hc MIPS 
rcquircmcnt for 15 fps incrcased 15% to 50% over tlic 
MIPS rcqnired for 10 fps. 

Tlic bitstrcanis with error-resilience options incnrrcd 
only a slight PSNR penalty. The MIPS reqnircmcnt for 
parsing incrcascd siimcwhat (up to 30%), hut cycles for 
I IXT actually decreased, possibly rcflccting that f c ~ c r  
bits wcrc iiscd for IX:T ccicfficicnts as more bits wcre 
used for marlicrs. 

Channel Coding and H.223 
Although tlic wireless network intcrnally provides some 
Icvcl of channel coding, this may not be adcqnatc to cii- 
siirc good qnality of video bitstrcams. Dccawe encoded 
video hitstrcains arc particularly sensitive to errors, and 
video decoders  ann not tolerate tlic dclqr for retransmis- 
sion ofcorruptcd data, it may be necessary to incrCasc tlic 
redundancy in the bitstrcam iising channcl coding. Er- 
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ror-correction techniques, such as forward error 
correction (FEC) [28], can be uscd to reduce tlic 
number of errors in the bitstrcam at the cost of ill- 
creased ovcrhcact. Onc mctliod ofchannel coding is 
c~inv~ilutiooal cncoding, whcrc, in general, the in- 
put bit scqticiicc is convolved with n gciicrator 
ftinctions to produce n rate-4 code, i.e., for cvcrp h 
sourcc bits, tlicrc arc n oiitput bits with k 1% Fig. 
11 shows a r‘itc-t codcr. The added rcduodancy is 
used at the dccodcr to detect and c(xrcct a certain 

-1 ParlOHd ( M ~ ~ ~ e x e u  FEC 
Coaeu V aeo. Auu o anu Data __ Pacnel Heauer --___ 

numhcr of errors. Viterbi decoding, a maximuiii 
a-posteriori decoding method, can be riscd to dccodc 
coiivolutioiial ciides. A rate-: codcr caii he achicvcd by 
ptiiichiring, or discarding, the output bits fimm a rate-; 
code. For cvcrya input bits to tlic rate-; coder, (n x n - h )  
of thcsc bits arc discarded. The remaining h hits arc sent as 
the channel codcd signal. Using punctured coding, many 
diffcrcnt rates can be acliicvcd using the same generator 
ftiiictions, so tlic program complexity of the channel 
coder docs not increase as tlie rates arc changed. 
Ilatc-compatible pmcmrcd C ~ l ~ i V ~ J ~ l l t i ~ l l ~ ~  (RCl’C) 161 
encoding is a special type of piiiicturing whcrc higher rate 
codes arc subsets of Iowcr rate codes. Various optiiiial 
puiicttiring tables have bcco crcatcd for different s.1tc-t 
codes [ 161. 

As part oftlic H.223 iiitiltiplcxst.iiidard [22], an adap- 
tation layer may be uscd t~ provide ailditioixil pri)tccti(in 
from channel errors, bcpotid the lcvcl of s 
from tlic iictworli provider. The adaptation layer of tlic 
H.223 standard provides support for FF,C using RCPC 
encoding of tlic data (H.223 tiscs a different Iiind of 
convolutional code tllaii tlic oiic shown i n  l?g, 1 I ) .  The 
ainotiiit of protccti(in can be set based on the channel con- 
ditions atid the aniotitit ofallowcd overhead to hring tlic 
aggregate bit error rate diiwn to a lcvcl i t  which the 
MPEG-4 error resilience tools can be cffcctivc and pro- 
vide acceptable quality at tlic decoder. 

The FEC codcd vidco data from tlic adaptation layer arc 
sent to thc multiplcx layer, a s  shown in  Fig. 2. The multi- 
plex layer performs tiiultiplcxing of the video, aiidio, and 
data strcams. In addition, tlic multiplex layer adds a 
respncliroiiir,ation flag and a lic&r to tlic iiiiiltiplcxcd 
data (tbc payload). This tlag is chosen so that it has good 
auto-correlation properties and lias low cross-correlatio~i 
with the data in the payload. Dctcctioii of the 
resynclirtinization tlag is done at tlic H.223 decoder using 
correlation and thrcsholding. Ihis  alkiws a high dcgrcc of 
detection and a low dcgrcc of false detection in tlic pres- 
ence of clianiicl errors. The licadcr added by tlic 1-1.223 
multiplcx layer coiimiiis the length of tlic payload and a 
code into a multiplex table, which tells the decoder how to 
dcmultiplcx thc video, audio, and data. This hcadcr is pro- 
tcctcd using an cxtcndcd Oilay error correction cock Fig. 
12 shows tlic striicttirc ofan  H.223 packet. 

The H.223 packets arc sent over a wireless chatincl, 
such as a GSM or DECT (Digital European Cordlcss 
Tclccoinmunications) cliaiiiicl. Tlicsc are band- 

A Fig. JZ. H.223, a multiplexing protocol for low-bit-rate multimedia com- 
municotion, supports channel coding in the odoptotion layer, before 
video, oudio, ond doto streoms ore multiplexed to form the poylood of 
an H.223 packet. A synchronization flog and pocket header further pro- 
tect the packet against channel errors. 

Rate4  Rate-@ Rate-r3 
--4 

A Fig. 13. Unequal error protection applied to an MPEC-4 pockel 
Rate-rJ is less thon rate-% which is less thon rote-r3 in order 
to provide the most protection to the header, the next level of 
protection to the motion informotion, ond the leost protection 
to the texture informatian. This assures thot fewer errors wi// 
corrupt the important sections of the video packet. 

width-constrained, error-prone channels. At tlic receiver, 
tlic (possibly corrupted) packets arc demultiplcxed and 
FEC dccodcd using the iiiultiplca and adaptation layers 
ofH.223, respectively. The FEC decoding is performed 
using a iiiaaiiiitiiii a-posteriori Vitcrbi decoder. The 
‘C54x family ofchips has an integrated “Vitcrbi accclcra- 
tor,’’ r i  dedicated iiistructioii set wliich can efticicntly pcr- 
form this comput.itionallp intciisivc operation [ 181. 

1 Iic cmir-corrcctcd video bitstrcam is sent to tlic sot~rcc 
decoder. Sincc the bitstrcun may c ~ i i t a i i i  son1 
rors, the video decoder must be error-robust, The video 
decoder iiiiplemciitation intist detect errors, rccovcr as 
quicldy as possible, and perform crror coiicCaliiieiit. 

.. 

Unequal Error Protection 
The aiiioiiiit ofchanncl coding addcd to the data dcpciids 
0 1 1  the bandwidth rcqiiircmcnts ofthc channel and tlic cx- 
pcctcd aiiiotint of distortion. If too much error protcc- 
tioii is addcd to the data, it is a waste ofba~idwidtli that 
could he spent on representing thc data itsclf. If too little 
error protection is added to tlic data, tlic corruption 
might rciidcr the data completely unusable. Thus, tlicrc is 
a tradcoffbctwccn tlic aiiiowit of bandwidth that is allo- 
cated to the data and the ainotint tllat is allocated to the 
crror protcction. When data is comprcsscd, it is very s e w  
sitive to errors; since each bit contains a large atnouiit of 
infcirmation, it is especially important to protect highly 
compressed data. The strticttirc ofihf1’EG-4 compressed 
video can bc exploited using uiiequal error p t c c t i o n  to 
achieve the highest quality reconstructed video for a fixed 
clianncl-coding overhead cost. When using uncqtial error 
protection, the header gets tlic most protection siticc it 
contains the most important bits ofthe vidcc packet. l l i c  
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motion hits would get tlic [next highest level ( ~ f  protcc- 
tion, and the texture hits would receive the lowest lcvcl of 
protection, siticc without thc texture information, t h e  dc- 
coder can s t i l l  perform motion-compensated conccal- 
iiiciat without too much degradation ofthc rcconstructcd 
picture. Using this system, the errors arc less likclp to oc- 
cur i n  tlic important scctioiis ofthc video pclict. Fig. 13 
shows an cxainplc of ~ i i i e ~ p i l  error protection with an 
iM1’EC-4 video packet. 

Experimental Setup 
To test tlic tisc ofunequal error protection, we ran several 
experiments using the scquciiccs “Akiyo” and  “Mother 81 
1)augIitcr” at both CIF and QCIF resolution. The 
quantization parameter was chosen so that the source 
coding output was approximately 48 khps  at 7.5 fps for 
the CIF iinagcs and 24 libps at 10 fps h r  the QCIF iin- 

in- in-’ 
Uncaded BER iw2 

A fig. 14. The total number of errors remaining in the bibtreoms 
after channel coding versus the number of errors on the row 
channel for unequal error protection with rates-;, <, and $ applied 
to header, motion, and texture, respectively, and equol error 
protection with rote-+ applied to each section oithe video pocket. 
These channel coding rates are effective in reducing the number 
of errors when the raw channel BER is less than 6%. For higher 
channel BERs, more powerful codes would be required 

ages. Each reconstructed scquciicc contaiiicd 10 seconds 
of video. 

I lac scqticiiccs wcrc codccl usiiig all the Ml’EG-4 cr- 
ror-resilience tools. The coinprcsscd bitstrcams were tlicii 
channel-coded wing convolutional encoding of the data 
with either equal error protection (EEP) using a fixed Kite- 
$ code or uncqtaal error protection ( U W )  using a rate-? 
code for the headc gmcnt, a rate-: code tbr tlic iiiotiori 
segment, and a rate-: code for the texttitc segment. Tlicsc 
EEP and UH1’ rates, chosen because they both give q -  
proximately tlic Same aiaiotiiat of FEC ovcrhcad, wcrc ob- 
tained by piiiicturing the output ofthc rate-; coder sliown 
in Fig. 11 . The FBC-coded scquciiccs were sent t h o u  
multiplexer, md tlic output piclcts from the iiiultip 
were sent through a GSM channel siiiiulator. l‘his simula- 
tor is based on a complex model ofa GSM chanocl tlut lias 
hccn fitted with data taken from a rcal GSM channel  to get 
an accurate accviiiit of the errors hund on this chatiticl. 
The GSM chanocl simulator simulates a bursty cha~uicl 
causcd by iiiultilxith tiding when the transmitter is travel- 
ling at 3 kiia/hour. The received signal i s  quantized to eight 
bits; it is, therefore, in the range [-127,127], wlicrc the 
sigil of tlic received sigiial represents tlic received bit and 
tlic magnitude represents the reliability. The reliability io- 
fimiiatioii is utilized by pcrforiiiing soft-input Vitcrbi dc- 
coding [13] (where thevalues range bctwccii [-127,127]), 
which improves tlic error-correction capabilities of t h e  
channel dccodcr compared with hard iiaptit decoding 
(wlicrc tlie values arc quautizcd to a single bit, either 0 or I, 
withotit regard to context). 

Each FE(:-codcd bitstrcaiii was subjected to six differ- 
ent GSM channel coiiditioiis ranging from 0.3% to 12% 
llER (corresponding to a carrier-to-interferelice ratio vf 
bctwccii 19 dI3 and 4 dR j i n  SO different trials per chanricl 
condition. Tlic corrupted rcccivcd bitstrcams were cliaia- 
iicl-decoded and the error-corrected bitstrcaiiis were 
source-dccodcd to find the quality (average I’SNR) ofthc 

onstructed video. For cadi of these trials, the first 
frame was transmitted without corruption. Sincc video 
coding hcavilp utilizes tcmpor.al compression, it is impor- 
tant that a n  initial tkaiaic be rcccivcd error-frccso that sub- 
scqucnt fiames can he properly decoded. It is rcasonahlc 
to assLiiiac that the first iiiamc can tolerate soiiae delay for 
rctraiasiiiissions i n  order to ctisurc it is rcccivcd error-free, 
as this will substailtially improve tlic quality of the  rc- 
niaining scssioii. 

.~ 

Results 
In order to comp”rc the differclit iiictliods of adding 
channcl coding to the compressed video, the results from 
tlic 50 trials at a givcii GSM channcl error rate were avcr- 
aged fix both scqiaeitccs, Fig. 14 shows tlic average UEK 
that remains aftcr chaniicl decoding for each oftlic GSM 
channcl 13ER conditions. For unequal error protection, 
this plot shows the total iiuiiibcr ofcrrors in the FEC dc- 
coded hitstrcam divided b y  the total iiuiiibcr ofbits. Since 
tlac ditticrcnt sections of the video paclct were protected 
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using diffcrcnt rate cliaiiiicl coders, the distribution of cr- 
rors will i i o t  lie unifiirin throughout tlic pachct. In partic- 
ular, tlic header will have fewer errors than what is 
depicted in this graph, while the tcxtiirc information will 
have more errors tliau wllat is shown hcrc. 

Chaniicl c(iding reduces the effective llEK sccii by the 
video dccodcr hp over an or& ofmagiiitudc fix iiiost cif 
tlic KIM' cllaiiiicl cmditions. How , tlic convolutional 
c d c s  brcak h v n  \vIicii the channel error rate is too high. 
Thus, fix the GSM chaniicls witla a BE',l< around 1Ou/, the 
clunncl coding actually iiicrcascs the ct'kctivc HER sccii 
by the decoder. Under such harsli cmditicins, thc channel 

tlic HM<. However, fix the rcmiindcr cfthc GSM cliaii- 
i i c l  conditions, the E'EC c d c s  rcducc tlic effective 13ER. 
This brings t l ic  numhcr of bit errors remaining in the 
b i t s t r c m  tllat is sent to tlic M1'E.C;-4 dcciidcr to a Icvcl at 
which the error resilience t o o l s  can work. 

Fig, IS shows a comparison d t h c  avcragc PSNR val- 
tics obtained for fixed coding and unequal error prcitcc- 
tion. Thcsc p l o t s  show tliat unccltnl error protcctior 
produces the highest avcfitgc PSNR for the rcco i i -  
striictcd vidc(i for both C I F  atid QCXF iiilagcs at high 
cllaiincl error rates. Sincc both coding methods rcqiiirc 
the saiiic amiiunt (it' F K  ovcrhcad, this iinprovcmcnt 
(as iiiucli as 1 dl3) docs i i o t  require additional band- 
width. In addition, for tlic error conditions sliiiwii hcrc, 
the fixed rate-& coder acttially produces tiewer errors i n  
f l i t  channcl ciccodcd bitstrcam than tlic UEI' coder (as 
showii in Fig. L4), yet it still produces lower qtialitp rc- 
constructed video. 'l'his is because thc errors arc spread 
cvciily throughout tlic diffcrcnt portions of the video 
picket. Convcrsclp, the tinequal error protection coder 
may lcavc iaiorc errors i n  the chatincl dccixkd bitstrcam, 
but thcsc cirors arc in less important portions of the 
vidcti piclict. 

Fig. I6 shows a reconstructed Frame of"Akiyo" wlicii 
tlicrc arc no chaiincl errors and wlicii tlic GSM channel 
error I'atc is 4?6, iind the video is protected rising EEP 
with a rate-{, codcr and UEP with a rate-(;,+,+) codcr. 
Ihcsc images a l s o  show tlic advantage cif Iising unequal 
error pnitcction wlicu the clianncl error rate is high. 

codcl. wt1uld nccd til llSC I l lore powcrfill c1)dcs to rcducc 

r .  

Rather than using the cxtra handwidth fiir channel 
coding, it might 'tic hcncticial to spciid tlicsc bits on 
forced iiitra-Ml3 updates. These intra-Ml3s would stop cr- 
ror propagation and liciicc, improvc rccoiistriictcd video 
quality. In order to test tlic cffcctivcncss cif  rising 

34, 

32 - 

26 :.__ 

25 
---__-_ ____ 

I O  1 Uncoaed BER 

A Fig. 15. UEP improves averoge PSNR by os much as I dfl, 
compared to EEP, when channel conditions are horsh. Results are 
for MPEG-4 video compressed with all the MPEG-4 error resilience 
tools. (a) CIF images. (b) QClF images. These plots also show that 
it is much better to use a fixed overheod for channel coding 
rather than forced intra-Mfl updates at these channel error rates. 

A Fig. 16. A frame of "nkiyo" visually shows the benefit of UEP, compared to EEP, when transmitting video over a simulated GSM 

channel with 4% BER. This figure shows the reconstructed frame with (0) no channel errors, (b) EEP coding and (c) UEP coding. 
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intra-MRs, tlic video sequciiccs were coinprcsscd with 
enough fixxed intra-MHs ~ a c h  frame to increase the 
source-coded bit ratc to cqital that of the FHC-coded 
bitsti-cam when no extra intraMl3s arc used. The results of 
this cupcriincnt arc slmwn in  Fig. 15, labeled “No Chding 
(Intra Rcficsh Only).” Tlicsc plots show that it is tiiticli 
bcttcr to use die ovcrlicad for channel cciding than forced 
ititla-MBs at thcsc high clxuiucl crror rates. Using the ovcr- 
liead fc)r iiitra-MR r c f i d  increases the nuniber of sourcc 
bits that arc corruprcd due to channcl errors, causing the rc- 
constructed quality to be poor. As the chanucl crror rates 
decrcasc below die lcvcls tcstcd Iicrc, it would probably be 
advantagcotis to rcducc the uumbcr of bits spent on chanucl 
coding and increase the !iuiiibcr of forced intra-Ml\s per 
fiainc to get die optiinal rccoostructcd video quality. 

A Total Solution 
This article describes tlic crror-resilience tools, channcl 
coding, and processor capabilities fix wireless video coin- 
munication. Multiincdia conitnunication requires signifi- 
cantly more bandwidth tli in spccch alonc,  hut  
third-generation wireless standards, combined with ucw 
vidco coniprcssioii standards such as MPEG-4, will pro- 
vide siitficiciit bandwidth to support many tvpcs ofvidcti 
applications. Processing digital video requires a signiti- 
cant amount ol‘mcmosy, computation, aiid internal data 
transfer, yet even a 40-MIPS low-power DSP is capable 
of decoding rcdticcd-rcsolutioii video. While hstcr  TISl’s 
will cnablc higher-resolutioti video applications, comuni- 
crs should not expect l’V quality. (hnprcsscd video is 
particularly scnsitivc to hitstrcatn errors, aiid requires usc 
of additional sourcc- and/or chaoncl-coding took fix ro- 
bust transmission ovcr wireless channels. The MPEG-4 
video standard includes scvcral source-coding tools tllat 
cnahlc faster recovery aiid hcttcr localization of bitstrcam 
errors. The MPBG-4 video syntax also lends itself to us- 
ing uiicqual error protection. Signiticant progt 
arcas of antenna, rcccivcr, modulator, and po 
design is also being made, but that is beyond 
this article. At last, wireless vidco commnnicatiotl is bc- 
coming tcchnologically feasible. 

Sonic questions still remain. What are the qual- 
ity-price combinations that comuuicrs will buy? Will 
consumers bc willing to pay for tlic bandwidth for video? 
What video applications will be in tlic highest demand 
(e .g . ,  videophone, web browsing)? How profitable will 
video capability he for network providers and maiiuhc- 
twcrs of wireless comiiiunicators? The answcrs to these 
questions arc unknown. What is certain is that whenever 
a d  wlicrcvcr the inarket conditions arc right, multiinc- 
diacapabilitywillcnahlcal~ost ofnewwirclcss products. 
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