Abstract
Because of the computational complexity of various optimization problems in machine learning, one often resorts to the minimization of a so-called surrogate loss that turns the inherently problematic objective function into a convex one. Supervised classification is a basic setting in which such surrogate losses are widely used. The discrepancy between the loss of ultimate interest and the loss optimized can cause unexpected, even counterintuitive, behavior. This poses challenges with respect to the development of learning theories. I exemplify the latter issue through the problem of semi-supervised learning and, in particular, by the question in what way it can lead to performance improvements over standard supervised classification.
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